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ABSTRACT

In this paper, the most recent version of the system developed by
the SCHEMA NoE, termed SCHEMA Reference System, is pre-
sented. The Reference System adopts a module-based, expand-
able architecture, with well defined interfaces between different
modules, facilitating the ongoing expansion of the system based
on researchers’ contributions. The proposed system employs the
MPEG-7 XM (MPEG-7 eXperimentation Model) along with ex-
tensions developed specifically for the system to improve func-
tionality and efficiency. In addition, the system supports high level
descriptors and content-based indexing and retrieval using other
modalities (e.g. pre-existing keyword annotations, text generated
via automatic speech recognition (ASR)). In this paper, the TREC-
VID 2004 test corpus is used as a common data set for demonstrat-
ing the functionalities and the efficiency of the proposed system.

1. INTRODUCTION

One of the objectives of the SCHEMA Network of Excellence is
the design and implementation of a Reference System for content-
based information retrieval. The goal of this activity is to develop a
software instantiation of a prototypical retrieval system that can be
used by other researchers in the field. The benefit of this activity
for other researchers in the community is that their own systems
could be benchmarked against the Reference System, thereby fa-
cilitating more rigorous evaluation of systems. Alternatively, the
system could be used as an integration platform for specific com-
ponent technologies, allowing researchers to evaluate their algo-
rithms in the context of a complete system without having to build
such a system themselves. For industry-based researchers the sys-
tem provides a technology demonstrator of the research currently
maturing in research laboratories.

This paper focuses on a description of the SCHEMA Refer-
ence System and an illustration of it’s use as part of the US NIST
TRECVID (Text Retrieval Conference – Video Track) initiative to
benchmark information retrieval systems [1]. The overall system
architecture is described in Section 2. The individual Reference
System modules integrated thus far are described in Section 3, in-
cluding contributed spatial segmentation modules (Section 3.1),
modifications to the MPEG-7 XM (Section 3.2), high-level fea-
ture extraction modules (Section 3.3) and a textual information
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processing module (Section 3.3.3). The results obtained using an
application of the Reference System developed for SCHEMA col-
laborative participation in TRECVID 2004 are presented in Sec-
tion 4. Finally, some conclusions and directions for future work
on the system are presented in Section 5.

2. REFERENCE SYSTEM ARCHITECTURE

The architecture of the SCHEMA Reference System is module-
based and inherently expandable. Clearly defined interfaces be-
tween different modules allow many different researchers to easily
integrate contributed or proprietary modules.

The system combines five different analysis modules devel-
oped by different SCHEMA partners and affiliated members. In
combination with the low-level descriptors extracted using the out-
put of segmentation, the system can also support high level (se-
mantic) descriptors and the integration of content-based indexing
and retrieval with other modalities (i.e. pre-existing keyword an-
notations, text generated via automatic speech recognition (ASR)).
More specifically, it employs a high-level semantic classification
algorithm for categorization of images into face/non-face classes
(whereby each class indicates whether or not the image contains
one or more human faces), a module for motion characterization,
as well as a module for exploiting any available textual annotations
or transcripts. It must be noted that the aforementioned modules
are just examples of what can be integrated with the system; addi-
tional modules (e.g. sound analysis) could be integrated, depend-
ing on the application.

The MPEG-7 standard was adopted to allow standardized rep-
resentation of the multimedia descriptors extracted by the analysis
modules. The proposed system uses the MPEG-7 XM [2] (MPEG-
7 eXperimentation Model, a non-normative part of the Standard
realizing the normative descriptors) for descriptor extraction and
for supporting search and retrieval functionalities. It also employs
several extensions to the MPEG-7 XM, which improve its effi-
ciency and considerably extend its functionalities.

All the aforementioned functionalities have been combined
under a common Graphical User Interface, built using web tech-
nologies. The resulting system constitutes an effective experimen-
tal platform for the evaluation and comparison of different analy-
sis, indexing and retrieval modules. An overview of the proposed
architecture is illustrated in Figure 1.



Fig. 1. Overview of the SCHEMA Reference System

3. REFERENCE SYSTEM MODULES

In this section, a description of the different modules comprising
the SCHEMA Reference System is presented, starting with the in-
tegrated image segmentation algorithms. Following that, the pro-
cess of indexing and retrieval using the MPEG-7 XM is discussed
and a number of extensions to the XM, developed by SCHEMA
to improve its efficiency, are illustrated. A description of the mod-
ules supporting high-level queries that have been integrated thus
far, namely the high-level face/non-face classifier, the high-level
motion features and the textual information processing algorithm,
is also provided.

3.1. Visual Content Analysis

Five image segmentation modules contributed by four SCHEMA
partners and one affiliated member have been integrated with the
Reference System. Four of these modules were previously inte-
grated within the Qimera framework [3], which provides common
input/output formats, thus facilitating the rapid subsequent inte-
gration of different segmentation modules with the Reference Sys-
tem; for the fifth one, the same input/output formats were used for
integration with the Reference System.The segmentation modules
integrated with the Reference System realize the following algo-
rithms:

• Pseudo Flat Zone Loop (PFZL)

• Modified Recursive Shortest Spanning Tree (MRSST)

• K-Means-with-Connectivity-Constraint (KMCC)

• Expectation Maximization algorithm (EM) in a 6D colour
/texture space

• Watershed Segmentation and Rag Minimax (WSRM)

The system can use any module to produce region-based seg-
mentations of images/key-frames prior to region-based indexing.
The segmentations produced are post-processed in order to elim-
inate any small undesirable regions and to restrain the maximum
number of generated regions to 10, so as to avoid performing in-
dexing and retrieval in an unnecessarily large region collection.
Post-processing was based on merging undesirable regions in an
agglomerative manner [4]. Illustrative results of the different seg-
mentation modules are presented in Figure 2.

Fig. 2. Sample results of the integrated segmentation modules.
The results generated by MRSST, KMCC, EM, PFZL and WSRM
are presented in columns 2 to 6, respectively.

3.2. Indexing and Retrieval using the MPEG-7 XM and its Ex-
tensions

The MPEG-7 XM supports two main functionalities:

• Extraction of a standardized Descriptor (e.g. Dominant
Color Descriptor) for a collection of images or image re-
gions – this is termed the extraction application.

• Retrieval of images or image regions of a collection that
are similar to a given example, using a standardized De-
scriptor and a corresponding matching function to eval-
uate similarity – this is termed the search and retrieval
application.

While these well-known functionalities are the basic building
blocks of any content-based indexing and retrieval system, the di-
rect use of their XM instantiation in a real-world system has certain
drawbacks. These include the inability of both the extraction ap-
plication and the search and retrieval application to consider more
than one descriptor simultaneously and the reduced time-efficiency
of retrieval. To address these drawbacks, extensions to the original
XM software have been developed and are described in the sequel.

3.2.1. XM MultiImage module

The MultiImage module was developed to address the need to ef-
fectively combine more than one MPEG-7 descriptor. The Multi-
Image module implements both the extraction application, which
extracts several of the MPEG-7 visual descriptors in order to gen-
erate a single .mp7 database file, and the MultiImage search ap-
plication. The latter combines all the available descriptors to per-
form search and retrieval. To this end, default weights are defined
for every descriptor used for the search. The MPEG-7 descriptors
that are supported by the MultiImage module are Color Layout,
Edge Histogram, Color Structure, Homogeneous Texture, Domi-
nant Color, Contour Shape, Scalable Color and Region Shape.

3.2.2. XM Server

The original MPEG-7 reference software (XM software) is a sim-
ple command line program. When executing a similarity search
using the selected visual descriptors, the program reads in the de-
scriptions from the MPEG-7 descriptor bit stream. Then the query
image is loaded and the query descriptions are extracted. Finally,
the query description is compared to all descriptions in the ref-
erence database and the most similar descriptions are stored in a
sorted list. The sorted list holds the n best matches only in order to
simplify the sorting process. Using this command line tool means



Fig. 3. Index structure with hierarchical element lists.

that for every search process the descriptions database is read and
the query description is extracted. This leads to significant over-
heads in the search process, making a single search step slow. To
accelerate the search procedure an extension to the original XM,
termed XM Server, was designed. The XM Server uses approaches
described in [5] to optimise the search procedure.

3.2.3. XM Indexing module

Although the implementation of the XM Server already leads to a
significant speed-up of the search process, a linear search is still
performed; in a huge database, the search could still be too slow.
Profiles on a 1.5 GHz Pentium 4 showed that it is possible to per-
form 2000 matches of a descriptor set per second. Considering that
the TREC database consists of over 33,000 key-frames, searching
through all the key-frames would result in retrieval times not ap-
propriate for interactive video retrieval. A solution to speed-up the
search process is to select a meaningful sub-set of the database and
to perform the search only on this part. The selection of the right
sub-set is done using an index structure.

The index set is organized in a multi-level fashion:

• The first level contains the descriptors whose difference
exceeds a given threshold, thus each of them is consider-
ably different from each other

• The other levels contain the descriptors which are similar
to a descriptor in the first level (their difference is smaller
than a threshold). For each depth level of the indexing the
similarity threshold value is decreased. In principle, these
thresholds influence the number of elements on each level.
Thus, they should be adjusted in a way, that a few hundred
elements are in each index list.

In this way, a complete index is created, in which the elements
in a branch are similar to each other and dissimilar to those of
any other branch at the same depth level. As a conclusion the
index consists of element lists as shown in Figure 3. For each
descriptor there is one index element that has references to the
following, previous, parent and sub-element. Thus, it is possible
to build double linked lists in horizontal (on one level) and vertical
(over hierarchies) directions.

At search time the query descriptor is compared to all elements
on the first index level. Then the branch of the best match is fol-

lowed to refine the search. The process is repeated until the last
index level is reached. Finally, the result list is created, thus it can
include all matched descriptors. As an extension, the search can
follow more than one branch from one index level to the next, to
reduce the probability to miss relevant matches.

In practical experiments using a database with nearly 800,000
elements three or four index levels were created. In this case, the
time to perform the indexing was about 1 day (3 index levels, 1.5
GHz Pentium 4).

3.3. High-level and Textual Features

3.3.1. Motion characterization

Two motion features are integrated into the SCHEMA Reference
System, as examples of high-level features. The first is the MPEG-
7 Motion Activity descriptor. This is a high-level descriptor, de-
fined in MPEG-7 as being the standard deviation σ of the motion
vectors in a video shot. MPEG-7 defines a five-notch qualitative
scale for characterizing motion activity, ranging from “Very Low”
(σ < 3.9) to “Very High” (σ > 32) [6].

The second motion feature is a measure of how much cam-
era movement (pans, zooms etc.) is contained in each shot. The
technique for estimating this feature examines the amount of con-
secutive zero motion vectors in each MPEG P-Frame in a shot. Fi-
nally, the percentage of frames with camera motion for each shot is
found and this value serves as a measure of global camera move-
ment. The correspondence between the numerical values of this
feature and the values of a corresponding three-notch qualitative
scale (”High”, ”Medium”, ”Low”) used in the SCHEMA Refer-
ence System is estimated using a Fuzzy C-Means algorithm.

3.3.2. Face/non-face image classification

The architecture that was adopted in terms of the implementa-
tion and testing of a high-level face/non-face classifying system
is based on the model proposed in [7], [8]. However, the insertion
of an additional step in the process of classification is proposed.
Instead of applying the classification algorithm on the images, we
first apply an automatic image segmentation algorithm (i.e. one
of those already integrated with the SCHEMA Reference System)
and then classify the resulting regions. Those regions are homo-
geneous in terms of color and texture, so they tend to correspond
to meaningful entities. Experimental results indicate that the pro-
posed region-based classification approach is more accurate that
the widely used global image classification.

3.3.3. Textual Information Processing

The text ranking algorithm integrated with the SCHEMA Refer-
ence System is the BM25, which incorporates both normalized
document length (the associated text for every image/key-frame,
in our case) and term frequency [9]. The BM25 algorithm grants
higher score to documents, ASR chunks in our case, where query
terms/keywords appear more often in them.

4. EXPERIMENTAL RESULTS

The SCHEMA Reference System described in detail in the pre-
vious sections was used for building an interactive search and re-
trieval application, to perform indexing and retrieval in a collection



of over 33,000 key-frames. These correspond to the 64 hours of
news video used for the TRECVID 2004 experiments.

In the specific application of the SCHEMA Reference System
developed for this test corpus, a query can be performed in three
ways:

• Using user-supplied keywords to evaluate shots with the
help of the text-ranking algorithm of section 3.3.3 (text-
only query). In this case, no visual features can be used,
thus, a retrieved key-frame cannot be used for initiating a
new query.

• Using user-supplied keywords to retrieve shots, employ-
ing the text-ranking algorithm of section 3.3.3 as well as
the high-level face/non-face and motion features.

• Using visual examples to start a visual similarity query
(section 3.2), and a simple text-processing approach to lo-
cate the results of the visual similarity search that are also
associated with any user-supplied keywords.
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Fig. 4. Average precision for each topic for the four
runs submitted to NIST. I A 2 SCHEMA Text 3 and
I A 2 SCHEMA Text 4 refer to the partially functional sys-
tem using text retrieval only, while I A 2 SCHEMA XM 1
and I A 2 SCHEMA XM 2 refer to the fully functional
system using both textual and visual similarity. It is clear that the
latter is more suitable for video retrieval.

In the latter two cases, visual similarity search can then be per-
formed repeatedly, using one of the query results as example key-
frame. Figure 4 shows experimental results using two different
variants of the proposed system, one allowing only the first type
of queries and one allowing queries of the latter two types. Us-
ing these variants and the 24 topics defined for TRECVID 2004,
several experiments were conducted. From the results it can be
seen that, although text is very important for retrieval and can of-
ten yield satisfactory results, effectively combining it with visual
similarity search and introducing high-level descriptors can signif-
icantly improve results. During experimentation with the applica-
tion, performing visual similarity search using as example images
the key-frames retrieved by means of textual similarity search was
found to be a particularly effective strategy.

5. CONCLUSIONS

The complete architecture of the SCHEMA Reference System was
presented in this paper. Using the SCHEMA Reference System,
the development of a meaningful application performing indexing
and retrieval in the TRECVID 2004 test corpus was reported. Fur-
thermore, the use of a variety of analysis tools enables their com-
parative evaluation in terms of their suitability for use in a content-
based image/key-frame retrieval system. This, along with the pos-
sibility of integrating additional such tools with the SCHEMA ref-
erence system, illustrates an additional potential use of it: as a
test-bed for evaluating and comparing different algorithms and ap-
proaches.
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