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Abstract—News related content is nowadays among the most generic ones (e.g. YouTubeto dedicated citizen journalism
popular types of content for users in everyday applications. services (e.g. YouReportdrhave been developed in the last
Although the generation and distribution of news content has e years as part of this evolution of the news distribution
become commonplace, due to the availability of inexpensive . . s
media capturing devices and the development of media sharing €nvironment. Although the generation and dlstr|byt|on of news
services targeting both professional and user-generated newscContent has become commonplace, the automatic analysis and
content, the automatic analysis and annotation that is required annotation that is required for supporting intelligent search
for supporting intelligent search and delivery of this content and delivery of this content remains an open issue. In general,
remains an open issue. In this paper, a complete architecture for yho ~ornerstone of the efficient manipulation of any type of

knowledge-assisted multi-modal analysis of news-related multi- timedi terial is th derstandi f th fi f
media content is presented, along with its constituent compo- mulumedia material 1S the understanding of the semantics o

nents. The proposed analysis architecture employs state-of-the- it [1]; news related audio-visual content is no exception to this
art methods for the analysis of each individual modality (visual, rule.
audio, text) separately, and proposes a novel fusion technique | response to the need for understanding the semantics

based on the particular characteristics of news-related content .+, 1imedia content in general, knowledge-assisted analysis
for the combination of the individual modality analysis results.

Experimental results on news broadcast video illustrate the Na@s recently emerged as a promising category of techniques
usefulness of the proposed techniques in the automatic generation[2]. Knowledge-assisted analysis refers to the coupling of tra-
of semantic annotations. ditional analysis techniques such as segmentation and feature
extraction with prior knowledge for the domain of interest.
The introduction of prior knowledge to the analysis task is
a natural choice for countering the drawbacks of traditional
Access to news related multimedia content, either amapproaches, which include the inability to extract sufficient
teur or professional, is nowadays a key element in businessmantic information about the multimedia content (e.g. se-
environments as well as everyday practice for individualmantic objects depicted and events presented, rather than
The proliferation of broadband internet and the developmebotver-level audiovisual features) and the ambiguity of the
of media sharing services over the World Wide Web hawxtracted information (e.g. visual features may be very similar
contributed to the shifting of traditional news content crefor radically different depicted objects and events). Machine
ators, such as news agencies and broadcasters, towards diigitahing techniques are often used as part of knowledge-
news manipulation and delivery schemes. At the same tinassisted analysis architectures, being suitable for discovering
the availability of inexpensive media capturing devices ha@smplex relationships and interdependencies between numer-
additionally triggered the creation and distribution of vastal image data and the perceptually higher-level concepts.
amounts of user-generated news audio-visual content, giviaghong the most commonly adopted machine learning tech-
rise to citizen journalism. Several distribution channels, fromiques are Neural Networks (NNs), Hidden Markov Models
(HMMs), Bayesian Networks (BNs), Support Vector Machines
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results.This technique takes into account knowledge encodéxiperformed using only the results of natural language pro-
in an appropriate ontology infrastructure, and its main noeessing techniqgues on OCR-generated transcripts. In [17], the
elty lies in that it explicitly takes into account the potentiabmphasis is again mostly on textual information processing,
variability of the different uni-modal analysis techniques imand the results of it together with limited visual analysis results
terms of the decomposition of the audio-visual stream that th@etected captions, faces, etc.) are fused for the purpose of
adopt, the fuzzy degrees of content-concept association thisualization of large-scale news video collections, with the
they produce, the concepts of the overall large-scale ontologlyjective of facilitating browsing the collection and retrieving
that they consider, the varying semantic importance of eacileo clips. However, recent advances in visual information

modality, and other factors. analysis and classification have made possible the extraction
The paper is organized as follows: related work on nevef rich semantic information from the visual modality as well;
multi-modal analysis is reviewed in section Il. In sectiothis should be exploited.

Il the analysis problem that this work attempts to address The number of supported classes of news content is another
is formulated and the overall architecture of the proposdthportant factor when examining different news content anal-
approach is presented. The knowledge representation andytbis approaches. In [18], a two-layer classification scheme is
different uni-modal analysis techniques that are part of thistroduced, where the second-layer classifier fuses the output
architecture are outlined in sections IV and V, while thef the individual first-layer classifiers, for building detectors
technique developed for combining the individual modalitfor just two classes: anchor and commercial. In [11] the prob-
analysis results is presented in detail in section VI. Sectitem of fusing the results of different classifiers to eventually
VII reports on the experimental evaluation and comparison ofassify each news video segment to oné afasses (politics,
the developed techniques, and conclusions are drawn in sectioniety, health, sports, and finance) is treated as a Bayesian
VIII. risk minimization problem. In [19],10 news categories (i.e.
Politics, Military, Sport, etc.) are defined, detectors are de-
signed for processing textual and audio-visual information
separately based on SVMs and GMMs, and a fusion strategy
Knowledge-assisted semantic multimedia analysis tedB-used for deciding on the category membership of each news
niques can be classified, on the basis of the informatigtory. Although such methods highlight important aspects of
that they exploit for analysis, to uni-modal and multi-modatews multi-modal analysis, the limited number of classes that
ones. Uni-modal techniques exploit information that comeley consider means that they either solve a very constrained
from a single modality of the content, e.g. they exploit onlproblem (such as anchor or commercial detection) or that they
visual features for classification [6]. Multi-modal techniquesesult in a very broad classification of news content (i.e. to
on the other hand, exploit information from multiple conter-10 classes). Acknowledging the need to consider a larger
modalities in an attempt to overcome the limitations angumber of classes as well as multiple modalities, in [20]
drawbacks of uni-modal ones. Applications of multi-modahultimodal fusion is formulated as an optimization problem
technigues range from semantic multimedia analysis to audamd generic methods for optimizing linear and non-linear
visual speech recognition [7], discourse processing in dialogoembinations of modalities are discussed; again, however,
systems [8], and video retrieval [9]. testing of the developed techniques is reported on a rather
In general, the multi-modal techniques can be broadly cldanited number of classes.
sified to those jointly processing low-level features that come Finally, the type of considered news content and the exact
from different modalities [10] [11], and those that combinapplication that multi-modal fusion techniques support may
the results of multiple uni-modal analysis techniques [12] [13}ary among the relevant literature approaches. In [21], a
Rank aggregation and other methods used primarily in retriegg@neric approach to fusion is also proposed based on the use
applications to combine ranked lists of retrieval results [14)f conceptual graphs; however, the focus is on fusing TV
[15], can also be classified to the latter category. While it cgrogram metadata such as program title and date, rather than
be argued that each one of the two aforementioned classemantic information coming from the analysis of the audio,
of multi-modal techniques has its advantages and thus canvigial etc. modalities. As a consequence, the developed formu-
more or less suitable than the other for a given application,ldition cannot handle uncertain input, e.g. the fuzzy degrees of
is generally observed that techniques of the latter class amntent-concept association that individual modality analysis
more suitable when a “deep” analysis of each modality techniques such as visual classifiers typically produce. This
required (e.g. speech recognition and linguistic analysis of ttechnique has been used as part of a recommendation system
transcripts, rather than mere classification of audio segmefdssmart television [12]. In [22], the problem of consolidating
to a limited number of classes). information coming from various textual news sources on
Regarding news content analysis in particular, there hdee Web is considered. The developed method can handle
been a number of approaches presented in the last few yearsifgertain input (confidence levels for each individual analysis
some of them, the emphasis is on textual transcript processiregsult), but employs simple majority voting for combining the
other modalities such as the visual one have limited contresults coming from the different news sources, rather than
bution. For example, in [16], news video is segmented intaking into account that the reliability of each source may
shots and scenes using visual and audio analysis techniquiféer. In [14], the problem of multi-modal fusion for retrieval
the semantic categorization of each resulting news segmenaddressed and methods such as Borda Count and Borda Fuse

Il. RELATED WORK
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for combining ranked lists of retrieval results are discussedhere t;‘, tB are the start- and end-time of the temporal
however, these methods do not consider issues that are spes#igment andi;(c;) € [0,1] is the degree with which the
to multi-modal fusion for analysis, such as the existence ofiedividual modality analysis tool that defined associated it

different content decomposition for each modality. with conceptc, of the ontology after analysis of the relevant
uni-modal information. In many cases,would be expected to
I1l. PROPOSEDAPPROACH be a sparse vector (sindg(.) would normally be zero for the

majority of concepts of the ontology) and therefore in practice
may be represented more efficiently as a variable-length vector
The objective of analysis in this study is to associai@at includes only the non-zero valuesdf.), but the former
each elementary temporal segment (e.g. video shot) of ife@resentation is used in the sequel for notational simplicity.
audiovisual stream with one or more semantic concepts. Letrhe multi-modal analysis problem addressed in this work
us start by defining an ontolog§ that includes the set of js given the above se& of heterogeneous individual modality
concepts that are of interest to a given application domain agfalysis results and the ontolog9, and using one of the
their hierarchy: decompositions of seD as a reference decomposition, to
0={C, <¢} (1) decide what is the most plausible annotation (or the ordered list
where C = {c;}/, is the set of concepts andc is a of N most plausible annotat_i(_)ns) for each temporal_ _segment
partial order onC called concept hierarchy or taxonomy.mc the ref‘erence decomposmo_n_. I,t, .ShOUId be clar|f|e_d that
) . . the term “reference decomposition” is used for denoting the
C’ C C'is the set of top-level concepts of the ontology, i.e. thg

sibling concepts that define the coarsest possible cIassificaUt?r?ompos't'on that is used for associating the final multi-

of content according ta. In any practical application, the modal analysis results with the content; its selection is made by

employed ontology will normally include additional elementéhe user according to the specific user/application needs. For

- . : - example, if a retrieval application requires the content to be in-
such as properties, concept relations in addition to thoae . 2 I
e . . . . dexed at the level of visual shots, this is the decomposition that
specifying the hierarchy, etc., as discussed in the followin " . )
ould be used as reference decomposition during analysis, to

section. However, the above simplified ontology definition is . : : :
sufficient at this point. ensure that multi-modal analysis results are indeed associated

S . . .. with every individual visual shot; if, on the contrary, indexing
Let us assume thdtindividual modality analysis tools exist. . : ! i
. . ) o .. and retrieval e.g. at the speaker level (i.e. according to different
These tools may include visual video classification, linguistic

. : . . spgeakers) is required, the corresponding decomposition should
analysis of speech transcripts, audio event detection etc. E . . .
. ) . . e used as the reference one during analysis. Evidently, the
of these tools defines a decompositidpof a multimedia con-

tentitem (i.e. creates an ordered set of temporal segments) mnHItl-modaI analysis process can be repeated using each

considering all concepts a@f' or a subset of them, associatesIrné a different reference decomposition, to allow for the

; .. _multi-modal annotation for segments belonging to different
each segment ab; with one or more concepts by estimatin - :
v . . ecompositions (e.g. both visual shots and speaker segments),
the corresponding “degrees of confidence”. The values of t

latter may be either binarj0, 1} or (following normalization, ! %hls is required.

if necessary) real in the rang®,1]. Thus, application of

the I aforementioned analysis tools to a multimedia contept System Overview
item will result to the definition of a set of content temporal
decompositions

A. Problem Formulation

An overview of the approach proposed in this work for
D= (D} @) ;\ddressin_g th_e multi-modal analysi_s prqble_:m discuss_ed above
ri=1 is shown in Fig. 1. As can be seen in this figure, starting from
In the genera] case, each decompositiﬁp is a different the audiovisual content on the far left, different techniques for
set of temporal segments, since modality-specific criteria a@8alyzing separately each individual modality (visual, audio,
typically used for determining the latter; e.g. a meaningfli€xt) are executed in parallel, resulting in an extended set
elementary visual decomposition of video would probabl§f uni-modal analysis results. These are represented with
be based on the results of visual shot change detectithe use of a domain ontology and a multimedia ontology,
while for automatic speech recognition (ASR) transcripts that account for the domain knowledge (e.g. concepts) and
would probably be based on audio classification or speaktBe low-level properties of the content (e.g. decompositions),
diarization results instead. All the decompositions togetht@spectively. The independent processing of each modality

define a temporal segment sgt allows the use of modality-specific techniques and criteria for
; identifying elementary temporal segments (e.g. visual shots,
S ={sj}jm (3)  audio segments, etc.) and for estimating degrees of confidence

It is useful to observe tha§, which contains all segments infor the association of each such temporal segment with the

D, is a set of temporal segments with no hierarchy, many gilﬂerent possible concepts. Following the generation of the

which may temporally overlap in full or in part (an examplémi'mOdal analysis results, different. possible associations be-
of this can be seen in Fig. 7). Each member of Setan be tween them (such as the overlapping of temporal segments,
defined as a vector the relation of different concept annotations according to the

concept hierarchy, etc.) are evaluated with the use of specific
s; = [t;-‘ﬂ tf, {dj(cr) 1] (4) functions, and all these are combined in a two-stage process
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for identifying the most plausible concept annotations for amggion level classification and the fusion of these classification
given temporal segment: at the first stage, the overall influen@sults to a single hypothesis set about the concept membership
of the various decompositions and the different concepts ofieach shot of the examined news item (Fig. 3).

the association of the given segmest (of the reference  Preprocessing starts with temporal video decomposition to
decomposition) with a top-level domain concepte C’ is shots, which are the elementary video streams that can be
evaluated. At the second stage, the above top-level concagsociated with one concept of the employed ontology. For
annotation decision is propagated to the more specific (ishot segmentation the algorithm of [24] is employed, which
less abstract) concepts 6f, to result in the selection of the works directly with frame histogram metrics computed over

most plausible specific concept annotationsef low resolution images extracted from the compressed video
stream. Subsequently, a keyframe is identified for each shot
IV. K NOWLEDGE REPRESENTATION and a rich set of MPEG-7 visual descriptors [25] is extracted

f&% it, both at the global image level (Scalable Color, Homo-

In a knowledge-assisted multimedia anaIyS|§ system, sy eneous Texture and Edge Histogram descriptors) and at the
as the proposed one, knowledge representation serves two

. ) . : I[]eeglon level (Scalable Color, Homogeneous Texture and Re-
main purposes: the representation of prior knowledge for t ©n Shape), following spatial segmentation to homogeneous
domain, and the representation of the analysis results. To sene Pe), g sp 9 9

these goals, an ontology infrastructure has been built that corr%glons using the_ m?thOd of [26]. A.S a fma'l pre-processing
. . ; . age, face detection is performed using a variant of the method
prises two main parts: a domain ontology, that represents

. i : ) of [27]; given a keyframe of the shot, the presence of one or
prior knowledge for the domain, and a multimedia ontology, : : . .
. : -2’ mare human faces is detected and their locations on the image
The developed domain ontology is based on an extension 0 o : .
’ . : rid are specified, allowing among others the evaluation of the
the IPTC tree for the news domain and includes a hierarchy &r . .
area of the image that is taken by the face(s).

classes that range from rather abstract ones, such as “disast . ; i -
. . . ollowing preprocessing, a set of techniques aiming at the
and accident” (i.e. the top-level concepts belonging(t9, - : . . . i
ssociation of pieces of visual information with classes of

to specific ones, such as “earthquake”, “flood”, etc. (Fig. 2J. . . : : . .
. ; e domain ontology is applied, starting with global image
The latter classes are the least abstract ones with which an .. . o

. . ._clgssification. In order to perform classification of the exam-
elementary news item can be associated. In terms of visual

: . ined visual content into one of the concepts defined in the
analysis, these are at the same time the most abstract clas?ﬁ:glo using alobal-image descriptions. a compound visual
to which attempting to directly classify any piece of visu 9y 99 g P ' P

. ) . . . ature vector is initially formed from the previously specified
information based on its low-level visual properties WOU|RﬁPEG_7 descriptors. Then, a Support Vector Machine (SVM)
make sense. Consequently, in order to support efficient vis : '

. . . structure is utilized to compute the class to which each
analysis, a set of even less abstract classes, i.e. region-leve : : : ) .
7 - . . . iI6ce of visual information belongs. This comprideSVMs,
conceptsV = {v, describing possible spatial regions o

an image rather cheTn1 entire images, is also defined. Exam ?ng for every selected concept. It must be noted that the set
gera ages, o RoF concepts for which visual classifiers are trained is typically
of such region-level concepts include person, building, roag’subset ofC' — C’, due to lack of sufficient training data
sky, flames, water, foliage, mountain, etc. Contextual inform%r all concepts inb — ¢’ and also the fact that many of
Flon Xin _the fprm of concept frequency of appearance I aliﬁese concepts have no clear visual manifestation that would
included in this ontology, extending the ontology definition Of ke the training of visual classifiers possible (e.q. concept
Eq. (1) as follows: . . ining o7 Visu 1SSl POSSI -g. concep
' ' “liberation”). Each SVM is trained under the “one-against-
0={0C, <¢ V, X} (5) all” approach, using an appropriate training set of images
) ] ) that were manually classified to concepts. At the evaluation
The multimedia ontology, on the other hand, is a knowledggage  each SVM returns for every image of unknown concept
structure_used for supporting the storage _of |r_1format|on a'ﬂ‘i'embership a numerical value in the range [0, 1]. This value
of analysis results about the content (e.g. its different decogjsnotes the degree of confidence with which the corresponding
posm_ons).. Its develop.ment represents a choice concerning {h&,al content is assigned to the concept represented by the
practical implementation of the proposed system rather thgarticular SVM, and is computed from the signed distance of
the algorithmic aspects of it and therefore this ontology do§Srom the corresponding SVM’s separating hyperplane using

not need to be discussed here; the interested reader is refeg%moid function [29]. For each keyframe, the maximum of

to [23] for a detailed presentation. the L calculated degrees of membership indicates its classifi-
cation based on global-level features, whereas all degrees of
V. SINGLE MODALITY ANALYSIS TECHNIQUES confidenceH;, 1 =1, ..., L, constitute its concept hypothesis
A. Visual Classification set.

. . . L Region-level classification follows, using a similar SVM
The analysis of the visual information involves several o : -
i . : Structure to compute an initial region-concept association for

processing steps that include basic ones, such as shot decom- . : : .
" . L every spatial region of the keyframe. As in the previous case,
position and visual feature estimation, as well as knowledge-" ° = _ )
. ) : an jndividual SVM is introduced for every region-level concept

assisted analysis techniques, such as global keyframe an :

v, of the employed ontology, in order to detect the correspond-

SInternational Press Telecommunications Council, http://www.iptc.orjg’j]g association. For training the SVMs, an a_ppropriate tr{iining
Ipages/index.php set (made of regions generated by automatic segmentation and
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Fig. 1. Overview of the proposed approach for multi-modal analysis of news audio-visual content.
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Fig. 2. Subset of concepts and their hierarchy in the employed ontology for news. Two of the 17 top-level concepts (“Disaster and accident”, “Unrest,
conflict and war”) and a few of their sub-concepts are depicted.

global feature global image
extraction classification
shots
video shot ‘ keyfrgme keyframes
segmentation selection
spatial region feature region
segmentation extraction classification

Fig. 3. Overview of the visual classification process.

final keyframe -
global concept
association results

fusion
mechanism

manually assigned to region-level concepts) is employed. A8a Visual Analysis for Text Extraction

result, at the_evaluation stage a degree of confider_1ce s returnegesides the association of video shots with semantic classes
for .each region of un!<n0wn Concgpt membership and eacn:oncepts) on the basis of the visual features of the corre-
region-level concept; in the domain ontology. These resultss onding keyframes, visual information, i.e. the keyframes,

for all regions of the keyframe are subsequently employed f8 n also be used for extracting the text that is in some cases

inferring a new keyframe-concept association hypothesis %%tperimposed to them. In news content, this text typically

» asin [6]. encompasses in a very compact way semantic information such
as person names or event summaries, some of which can be
useful for analysis. To this end, text transcripts are generated

Finally, a fusion mechanism in the form of a weightedy application of software developed on top of a commercial

summationG; = A, - H; + (1 — ;) - Hj is introduced for Optical Character Recognition (OCR) software development
deciding upon the final keyframe - global concept associatickit 4 to keyframes of the video. All keyframes extracted as
The concept for whicltz; is maximized is the most plausiblediscussed in the previous section are processed; the work flow
annotation of the respective video shot based on visual infef this processing involves (a) text regions detection on the
mation, whileG;, I = 1,. .., L, is the final visual classification keyframe, and (b) Optical Character Recognition, as depicted
hypothesis set. For optimizing the weightsor each concept, in Fig. 5(a). Both these tasks are perfomed using functions
a genetic algorithm is used, to account for the varying relevastt the employed commercial software development kit. The
importance of global and local information for the detectioresulting text transcripts subsequently undergo linguistic anal-
of different concepts [23]. Indicative examples of intermediate

and final visual classification results are shown in Fig. 4. 4ABBYY FineReader Engine 8.1
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Fire 0.6; Flood 0.45; Earthquake
0.44; Hurricane 0.44; War 0.4;
Civil unrest 0.38; Act of terror

Smoke 0.77;Building 0.59; Road
0.56; Water 0.55; Mud 0.55; Per-
son 0.54; Flames 0.54.

0.13.
g Military vehicle 0.68; Protest- Civil unrest 0.61; War 0.58;
T March 0.66; Road 0.64; Map Flood 0.45; Hurricane 0.43;
0.62; Foliage 0.62; Building 0.54; Earthquake 0.42; Fire 0.39; Act
Smoke 0.53. of terror 0.13.
@) (€) (d)

Fig. 4. Visual classification examples: (a) keyframe, (b) segmentation mask, (c) results of region classification for the spatial region shown in white in the
mask (only a few region-level concepts, in descending order according to the estimated degree of confidence, are shown), (d) final keyframe classification
results (in descending order according to the estimated degree of confidence), generated by combining the region-level classification results for all regions and
the results of global classifiers. The concepts that are in agreement with the ground truth annotation are shown in bold. Taking into account all region-level
classification results rather than the single highest-ranking region-level concept for every region, when estimating the final keyframe classification results, is
motivated by the known imperfection of region classifiers (as seen in the second example).

keyframe (also used . optical character OCR text
. PN text area detection . .
for visual classification) recognition transcript
(a)
audio speech activity segmentation
detection and clustering

feature first model second o ASR text
extraction decoding adaptation decoding * transcript
Fig. 5. Overview of (a) visual analysis for text extraction, (b) audio analysis. Both result in the generation of text transcripts.

ceeaemn,

'
. automatic speech recognition S

..........................................................

ysis as discussed in section V-D. producing the final speech transcripts. For ASR decoding, a
time synchronous Viterbi search is used, implemented using
the token passing paradigm [33]. HMMs with three states
and GMMs for its probability density functions are used to
Calculate acoustic likelihoods of context dependent phones.
employed decoder is described in more detail in [34].

Output of the audio analysis process is a temporal decom-
t(§sition of the audio stream to speaker segments, and a textual
script for each such segment.

C. Audio Analysis

The use of speech technology to exploit the linguisti
content that is available as spoken content in videos has pro
to be helpful in bridging the semantic gap between low-level
media features and conceptual information needs [30] and j
use has been advocated since many years. In this work,
SHoUT large vocabulary speech recognition system is used to
this end. o )

The work flow of the system is depicted in Fig. 5(b)D- Linguistic Analysis
Processing of an audio file starts with speech activity de-Textual information analysis of multimedia news-related
tection (SAD) in order to filter out the audio parts that donaterial may be applicable to textual information coming from
not contain speech [31]. After SAD, speaker diarization B number of different sources: textual annotations produced
performed: the speech fragments are split into segments thetnually by the content creators, when such information is
only contain speech from one single speaker with constaailable; text extracted from the video frames by means of
audio conditions and each segment is labeled with a speal®ER techniques (section V-B); and ASR transcripts produced
ID following speaker clustering [32]. Subsequently, automatlazy audio analysis, as discussed above. In all three cases, textual
speech recognition (ASR) is performed in four steps. Firshformation analysis will exploit for its application a suitable
features are extracted from the segmented audio and smmporal decomposition, depending on the source of textual
normalized for speaker and audio variations. Next, a primairyformation: for manual annotations, the temporal decomposi-
decoding pass is run. The output of this pass is used fown that has been manually defined for them; for text coming
adapting the acoustic model for each speaker cluster. Finafym OCR, all text extracted from a single keyframe will
the secondary decoding pass uses the adapted modelsbfranalyzed together; finally, for ASR transcripts, it will be
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performedat the speaker level (i.e. exploiting the results aghot and when examining an external reporting shot. Finally,
speaker diarization performed as part of the audio processingg overlook that valued;(.) generated by different analysis
independently processing each uninterrupted speech segnteols are not directly comparable in the general case.
of a single speaker. To alleviate the identified drawbacks of the aforementioned
In this work, the SProUT platform (Shallow Processingimplistic approach, we propose a method that is somewhat
with Unification and Typed Feature Structuyels used as related to the overlay technique, proposed in [8] for the
core annotation and information extraction engine. SProUtision of structured information on the basis of its tempo-
combines finite state techniques with unification typed ral priority. In our approach however the decision criterion
feature structure§TFS) [35]. The TFS framework provides acannot be the temporal priority of concept detection, since the
powerful device for representing and propagating informatiomultimedia content is decomposed to segments (elementary
Rules are expressed by regular expressions over input TES®mporal units) instead of being treated as a single item
that get instantiated by the analysis. The reader is referredvthose annotation may evolve in time. The order of execution
[36], [37] for more details on SProUT. of the different uni-modal analysis techniques is clearly not
Output of linguistic analysis, regardless of the source oflevant. Instead, the aforementioned considerations about the
the input, is a set of content-concept associations using teenporal overlapping of segments, semantic importance of the
concepts of se€ of the employed ontology (section 1V), andmodalities, etc. have to be taken into account.
additional information in the form of locations, person names Starting with the quantification of the temporal overlapping
and other attributes. Linguistic analysis is applied separatelfthe segments af, we define function : S? — [0, 1] such
to the information coming from each of the possible inpuhat

)—max(t4 t4)

sources (i.e. ASR, OCR, etc.), not only because of differences min(t5 5 .
in the content decompositions and in the way that linguistic (), 8m) = tF—th if T'>0 (6)
analysis needs to process the different inputs, but also because 0 otherwise
the output of linguistic analysis for each information source .
) - S heres; is the refe
needs to be treated differently when combining the |nd|V|du\é\1 5 | rence segment and
modality analysis results, as discussed in the following sec- = (tf — (P — tj‘) (7)
tion. Indicative linguistic analysis results for ASR and OCR ] o ) .
transcripts are shown in Fig. 6. The meaning of functiorr is illustrated with an example in
Fig. 7.
In order to take advantage of the concept hierarchy, we
VI. GENERALIZED CONCEPTOVERLAY FOR define functiong : C2 — [0, 1] such that

MULTI-MODAL ANALYSIS
. . » [ 1, if ¢p=c¢y OF ¢, is @ sub-concept ofy,
After having processed the individual modalities separatelyp(c, cn) = { 0, otherwise

the objective is to combine their results, i.e. to remove ambi- 8)

guities and contradictory outputs and produce a final semanygte that<. is used for evaluating if one concept is a sub-

interpretation of the multimedia content. A simple, yet crudgoncept of another and that, by definition, sub-concepts are
solution to the combination of individual modality analysist jimited to immediate children af;.

results without using a manually annotated dataset for training|y, order to take into account the varying semantic im-

would be to disregard the concept hierarchy of the ontol- ortance of the different modalities with respect to the type
ogy, identify all segments of' that temporally overlap in full ¢ content, we define a domain-specific partitionifig of

or in part with the examined temporal segmenbf the refer- ihe reference decompositial; to a set of disjoint types of
ence decompositio®);, aggregate the corresponding degre%%gments

d;(.) and select as most plausible annotation the congefair W= {W,1% 9)
which d;(ci) is maximized. This simple approach, however, =1

presents several important drawbacks. Firstly, ignoring the the experiments reported in this work, the decomposition
concept hierarchy means that we choose not to consider tiiethe visual modality to shots was used as the reference
semantic similarity or dissimilarity of the different possiblelecomposition, and three content types (W1: Studio shots; W2:
annotations; consequently, all possible annotations are treafedernal reporting with a dominant face on the video; Wa3:
as contradictory, although this may not be the case (e.g. d&eernal reporting with no dominant face on the video) were
may simply be a sub-concept of the other). Secondly, we tretgfined. PartitioningV” is used for definingu : (W, D) —

the temporal overlapping of the segments%fas a binary [0,1], a domain-specific function such thats;, s,,), where
variable, whereas the degree of this overlapping could in fagt ¢ W, and s,, € D;, indicates the relevant semantic
be useful for determining the significance of an annotatioamportance of the modality corresponding to decomposition
coming from segment,, for the analysis of the referenceD; for the analysis of segments of typ&,. An example of
temporal segmens;. Thirdly, we ignore the fact that the function x(s;,s,,) defined for News video is illustrated in
semantic importance of all modalities is not necessarily equah. 8.

and may even vary with respect to the type of content; in newsFinally, in order to account for valuek(.) generated by dif-
video semantic analysis, for example, the visual and aud&rent analysis tools not being directly comparable, we define
modalities carry different weights when examining a studia set of tool- and domain-specific functiogs i = 1,...,1,
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AS NIGHT FELL OVER BAGHDAD ON MONDAY COALITION WAR- War 1.0 Location: Bagdad, Iraq; Day:
PLANES CARRIED OUT A NEW WAVE OF AIR ATTACKS : Monday
FIRESIN PORTUGAL \ Fire 1.0 \ Location: Portugal

(@) (b) (c)

Fig. 6. Linguistic analysis examples: (a) text transcripts (the first one coming from ASR and the second from OCR), (b) content-concept associations using
the concepts of saf’, (c) additional information in the form of locations etc.

decomposition D,  0-05e¢ 2250 4.0sec 8.0sec |
. S 1 T S T S3 T S4 |

(‘audio segments)
decomposition D 0.0sec 24sec 11.0sec |
! 5 T 6 T S7 1

(' visual shots)

Fig. 7. An example illustrating the use of functian For the depicted decompositions(ss, s¢) = 8—4 = 1, i.e. in performing multi-modal annotation
of s3, the visual analysis results af would be taken into account with a temporal weightlo{since the only visual shot temporally overlapping with
s3 is se). On the contraryy(se,s3) = 7757 = 0.47 < 1, sincess is not the only audio segment temporally overlapping wigh Thus, in performing
multi-modal annotation o¢, the audio analyS|s results 8§ would be taken into account with a temporal weightlof7 and using this weight they would
be combined (or would compete) with audio analysis results coming fpm@nd s4 that also temporally overlap withs; the sum of temporal weights for
s2, s3 and sy would be equal to 1.

PartitioningW of reference decompositioDs.

DecompositionD; (ASR) as ay a3

DecompositionDs (OCR) 1 1 1

DecompositionDs (Visual Classification) 0 az as
(W) (W2) (W3)

Fig. 8. Example of functionu(s;, s,) defined for News video, wher@ < a2 < a1 < 1 and0 < a3 < 1, indicating the relevant semantic importance

of the modality corresponding to decompositith for the analysis of segments of typ&,. According to this example, when performing the multi-modal
analysis of a studio shot (columiiy), visual classification results are not taken into account, while ASR linguistic analysis results have lower importance
that OCR linguistic analysis results; similar knowledge is encoded for shots of Wpesnd W3, as discussed in more detail in the experimental evaluation
section.

one for each modality, that attempt to make valg§és;(.)) Then,
comparable across modalities. This can be done by enforcing
them to have common statistics (e.g. the same mean value, or
the same distribution such as a uniform one) over a reasona|
large dataset. It must be noted that in this process no grod
truth annotation is required for the employed dataset. In tf
sequel, the index t¢ will be omitted for notational simplicity;
the use of function{ that corresponds to the tool whic
generated its argument valdg(.) will be implied.

Using the above definitions, a two-stage process can
defined for combining all the individual modality anaIyS|s plication needs.

results. At the first stage, the overall influence of the vanousAt the second stage, in order to generate a more specific
decompositions and the different concepts ¢ C on the annotation of segment;, the above top-level concept anno-

association of a segmesj (of the reference decomposition)f:;'gr;g;(r:;sc':%ncgii;gts%fp?ﬁiigiztzzrﬁgrtr:z dmt?;eejgli(;;lﬁg(lle'
with a top-level domain concept, € C’ is defined as follows: . C . .
P P which sub-concept of;« contributed the most to its selection

% in the previous processing step (similarly to Eqg. (8), not being
B(s, cr) Z { Chs Cn) - limited to immediate children of;-). In particular, for every
¢, that does not belong t6¢” and for whichg(cg+,c,) = 1
the following value is calculated:

k* = arg max (¥(sj,cx)) (11)

kﬁléllcates the single most plausible top-level concept annotation
of segments;. In case the application under consideration
ﬁows for more than one top-level concept to be assigned
plo a single segment, several strategies for retaining athe
most plausible top-level concepts by examining the values of
% sj,cx) for all k£ can be defined, according to the specific

n=1

J J
(ZT<sj7sm>-u(sj,smwg(dm(cn)))} (10)  plsien) = 3 sy 8m) - ilsyssm) - Eldm(ca)  (12)
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Then, Instead, taking advantage of the concept hierarchy and the
n* = arg max (p(sj,cn)) (13) fact that the results of concept detection at any level of this
" hierarchy can be directly propagated to the higher levels of it,
indicates the single most plausible specific concept annotatiee chose to make a decision on the classification of each
cn~ Of segments;. Again, more than one such concepts coultémporal segment to the top-level concepts first, where all
also be assigned to; by examining the values of(s;,c,), analysis results can be taken into account, and then at a
if desired. second stage to follow an inverse process in order to make
A couple of examples of the above two-stage process fibre final classification decision considering the less abstract
assigning concept annotations to a visual shot are showncimcepts as well. A significant advantage of the proposed
Fig. 9. For the first one (top row of the figure), the shot'approach over learning-based ones (e.g. based on Bayesian
actual subject is “war in Iraq” and the keyframe is shown oNetworks, Supervised Rank Aggregation approaches [14],
the left side of the figure. The degrees of confidence witktc.) is that no training is required for combining the individual
which a concept is associated with this shot on the basis mbdality analysis results. As shown in Egs. (10) and (12), the
visual and audio information (taking into account all audiproposed approach is based on evaluating functins,
segments that temporally overlap in full or in part with thand ¢, whose parameters are not determined from annotated
shot) are shown next to each concept in parenthesis andraining samples. Only classification of the content to one of
brackets, respectively. The solid arrows “(a)” indicate the firshe defined segment types (in our experimets, to Ws)
stage of the Generalized Concept Overlay: all the evidenseneeded, which is independent of the conceptgirand
(i.e. degrees of confidence) coming from the analysis ofn be realized by one or more generic classifiers (e.g. a
the different modalities independently, are taken into accoustudio/non-studio visual classifier). In contrast to this, taking
according to Eq. (10) for estimating a score associating tireo account all the above peculiarities of content (e.g. different
visual shot with each of the considered top-level domattecompositions etc.) and that the number of concepisnmay
concepts. These scores are shown next to the two such top-in the order of hundreds of thousands, it is evident that a
level concepts visible in this figure. The highest of thedearning-based approach would require a very large amount of
scores, in this example equal to 0.67 and corresponding to thening data that is not generally available.
“unrest, conflict and war” concept, is selected as dictated by
Eq. (11). Subsequently, at the second stage of the Generalized VI
Concept Overlay, the decision made on the top-level concept
annotation is propagated to the more specific concepts tAatDataset and System Setup

contributed to this decision, i.e. the Sub-concepts of “unrest,The proposed news semantic multi-modal ana|y5is system
conflict and war”. This is illustrated by the dashed arroWgas experimenta”y evaluated on a test dataseflofshort
“(b)". As a result of this, a new score is calculated for eachroadcast news videos from Deutsche Welleaving a total
of these sub-concepts according to Eq. (12) (these scores d@jfation of approximatelyt hours. These were selected from
not shown in this figure for readability purposes), and thg pool of 30 hours of video, on the basis of their relevance
largest of these scores indicates the single most plausilgh the two top-level concepts depicted in Fig. 2, that were
SpeCiﬁC Concept annotation of the ShOt, which in this exammﬁosen for experimentation purposes. AbsLt of the videos
is “war”. This result is in agreement with both visual anf the test datasetr{ out of 91) included audio, while very
audio information analysis, as well as with the actual subjef videos included some frames with captions or other text
of the shot as identified during its manual annotation. kmat could be extracted by OCR techniques. Some of the videos
the second example of the same figure, the same procesgdse composed of an anchor shot followed by several external
shown for a “windstorms” shot. In this case, the visual anéporting shots; others included more than one sequences of
audio information analysis results are not in agreement. AGRchor plus external reporting shots, while some others had
linguistic analysis has identified the correct annotation; visugh anchor shots at all. Shot segmentation of the test dataset,
classification does not support the “Windstorms” concept (g discussed in section V-A, resulted in a totall676 shots.
such visual classifier has been trained), and identifies “war” Bor enab"ng Objecti\/e evaluation of the automatic ana|ysis
the most plausible annotation and “hurricane” as the secopgults, each shot was manually annotated with one concept of
most plausible one. Combining these results and particulaghe ontology. In addition to the shot-level manual annotations,
taking into account that both “hurricane” and “windstormsthe annotators were asked to associate each entire video with a
provide strong evidence in favor of the “disaster and accideriingle concept of the ontology, corresponding to the temporally
top-level concept, the correct annotation is identified. most dominant topic of the video. Manual annotation of each
The motivation behind the Generalized Concept Overlay jigece of visual information was performed by two annotators
that it is difficult to directly combine the results of differentseparate|y and, in case disagreement was observed in their
analysis tools for determining the least abstract concept thainotations, these were reviewed by a third one.
should be used to annotate a temporal segment, consideringhree uni-modal analysis methods, discussed in section
that each individual modality analysis tool defines its owy, were employed as the basis for multi-modal analysis:

temporal content decomposition, takes into account its ovixtomatic speech recognition (ASR) and linguistic analysis of
subset of concepts (as also shown in the second example

of Fig. 9), and has its own overall importance for analysis. Shttp:/iwww.dw-world.de/

. EXPERIMENTAL EVALUATION
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Fig. 9. Examples of the two-stage process for combining all the individual modality analysis results that is part of the Generalized Concept Overlay.

the ASR transcripts, resulting to decompositibn; linguistic  (i.e. for the ASR and OCR linguistic analysis results), whereas
analysis of optical character recognition (OCR) transcripfer the visual classification result§; was defined such that
(D2), and visual classification based on a combination efluesés(d;(.)) had a uniform distribution in0, 1] over a
global and local featuresly3). For training the visual clas- validation dataset.
sifiers, a separate training set of Deutsche Welle videos was
employed and visual classifiers were trained for the firsf .
the concepts of Table I. These concepts were selected on @neExperlmentaI Results
basis of their frequency in the training and testing datasets. Foitn Table Il, results on the entire test dataset are presented
less frequent concepts, such as the remaining ones of Tdbleeach of the employed uni-modal analysis techniques as
I, no visual classifiers were trained; therefore, these coulekll as for the Generalized Concept Overlay of section VI
be associated with the multimedia content only by means afid two variants of it, illustrating the effect of modeling
linguistic analysis of ASR and OCR transcripts, which wasinctions y(s;, s,,) and7(s;, s,,,) as constants. Comparison
not restricted to a subset of the concept€inThe audio and with our earlier work on multi-modal analysis of news content
linguistic analysis modules were developed with the use [#9] and with the unsupervised Borda Count and Borda Fuse
other suitable corpora, not related to the employed test datasethods [14] is also presented in this table. In [39], a multi-
of Deutsche Welle videos. modal analysis approach that neither exploited the concept
The decomposition of the visual modality to shots walsierarchy nor took into account the variability of concept
chosen for serving as the reference decomposition, and basehsets considered by the individual modality analysis tools
on this three types of content were defined as folloWs: was proposed; only the concepts belonging to the intersec-
Studio shotsi¥,: External reporting with a dominant face ortion of the latter subsets were considered for combining the
the video;W3: External reporting with no dominant face onindividual modality analysis results. The unsupervised Borda
the video. A reliable studio/non-studio visual classifier and @ount and Borda Fuse methods [14], [40] on the other hand
face detector [38] were employed for automatically assignirggnsider all concepts of the employed ontology. They both
each shot to one of these three types. Based on partitiontnegpt the results of each uni-modal analysis technique as a
W, function u was heuristically defined as: ranked list, thus taking into account the rank of every concept
in the list (i.e. first, second, etc.) rather than the actual values

1 !f sm € Dy d;(.). This can be perceived as imposing a normalization of
ai, if Sm € Dy and S5 € WQ) . . K .
) the uni-modal analysis results that is different than that of
M(Sj78m> = as, if s, € D3 and S5 € Wg) (14)

functions¢; used in Eqgs. (10) and (12). They then fuse the
ranked lists produced by the different uni-modal analysis tools.
The rank of each result serves as the sole criterion in Borda
where0 < as < a3 < 1 and0 < a3 < 1. Functiony  Count, which averages the ranks of a given concept over
(also illustrated in Fig. 8) essentially encodes commonserale ranked lists. In Borda Fuse, the rank and the weight of
knowledge about news analysis, such as that audio informatiech modality according to the type of the examined segment
is more important than visual information when considerin@.e. the values of functiom used in Egs. (10) and (12)) are
studio shots, etc. For experimentation, valugs= 0.7 and employed. Using the latter, Borda Fuse calculates a weighted
as = az = 0.5 were chosen. average of the ranks of a given concept over all ranked lists.
Functions¢; were defined as;(d;(.)) = d;(.) for i = 1,2 In both methods, the concept for which the estimated average

0, if(sm € D3 ands; € Wy)
a3, otherwise
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TABLE |
EXAMINED CONCEPTS
Identifier 1 2 3 4 5 6 7
Conceptname | Earthquak Fire Flood Hurricane War Act of terror  Civil unrest
Identifier 8 9 10 11 12 13
Conceptname | Windstorms  Riots Massacre Demonstration  Rebellions  Genocide

rank indicates that this concept appears higher than all otlvencept are taken into account in each of these confusion
concepts in the fused list is selected as the final outcomeroétrices (thus, the “no result” outcomes of each analysis
fusion. It can be seen in Table Il that the proposed Generalizee¢thod were ignored when calculating the corresponding
Concept Overlay approach outperforms the former approachgstcentages, ranging from 0% to 100%). This was necessary
achieving a higher correct annotation rate for the specifior effectively visualizing e.g. the OCR linguistic analysis
conceptse,- extracted by multi-modal analysis, and a highetesults that are scarce; consequently, the colors in Fig. 10 are
or equal correct annotation rate for the top-level concepts not comparable between Fig. 10(b) and (c), and between any
The complete Generalized Concept Overlay also outperforimisthese two and any of the remaining confusion matrices
simpler variants of it that model certain functions as constardé the same figure. It can be seen in Fig. 10 that visual
(i.e. they considefi(s;, s.,) = const and(s;, s,) = const, classification is most susceptible to annotation errors; ASR
respectively). It should be noted that the proposed approduiguistic analysis is considerably more reliable overall but
does not require training with the use of a manually annotatstlll consistently confuses between certain pairs of concepts
dataset for combining the individual modality analysis resultég.g. 3:Flood and 4:Hurricane; 5:War and 7:Civil Unrest); OCR
thus, it may be particularly suitable to the large-scale semanliieguistic analysis is very reliable. The Borda Count method
classification problem where training is difficult. as well as the method of [39] are shown to be moderately

In Table Ill, similar results on a subset of the test datas%fl’ccessml in combing the different uni-modal analysis results,

are presented; this subset comprises@$iz shots (out of the since Fhey are strpngly affected by errors coming primarily
from visual analysis. The Borda Fuse method and the proposed

4576 in total) for which at least two of the single modality h © b ful. with the Borda F
analysis tools have returned an analysis result (e.g. shots GHF aré shown 1o be more Successiul, wi € borda ruse

which at least one partially overlapping, in terms of tim ethod being affected a bit more by errors coming from ASR

audio segment exists and has been assigned to a semantic f&gglsg.c\/vanaly?s?'(ggi Lc)onSftentLyl C(t)r? fusing bet(\j/veen conr—]
by means of ASR and linguistic analysis). The motivatioficP™ 2-¥var and 7.-vi nrest), while the proposed approac
|§0shown to handle better some of the errors coming from ASR

behind presenting results for this subset of the dataset is 10 i Ivsis at th f bei hat
illustrate more clearly the effect of different approaches in t gauistic analysis at the expense of being somewhat more

way the different uni-modal analysis results are combined. SENSitive to erroneous visual analysis results.

can be seen in Table Il that, for this subset of the datasetn order to examine how visual classification accuracy,
the majority of the results have been produced by visuahich can clearly vary significantly depending on the choice of
classification and by linguistic analysis of ASR transcriptsisual classifiers, the available training data, etc., affects the
due to the nature of the employed dataset (it is not rich in texterall multi-modal analysis, an experiment was carried out
that could be extracted by means of OCR), OCR linguistighere only subsets of the previously trained classifiers rather
analysis results are scarce. Concerning the multi-modal arthlan all of them were considered. In particular, theisual

ysis techniques, it can be seen that the proposed approekssifiers were ordered according to the prevalence of their
significantly outperforms, in terms of the specific concepts corresponding concepts in the test set, in ascending order, and
extracted by multi-modal analysis, our earlier work [39] (Chéxperiments were carried out by excluding the first of them,
Square=24.05, df=1, ¢ .05) and the Borda Count methodthe first two, the first three, etc. In the last experiment of
(Chi Square=22.0, df=1, p< .05). The impact of functionhis series, only one visual classifier that corresponds to the
7(sj,5m), In comparison to defining (s;, s») = const, is single most prevalent concept in our test set was considered.
also shown to be significant (Chi Square=4.96, df=1, p< .05Jhe results are presented in Fig. 11, indicating that when the
Less pronounced differences (thus also of lower statisticaimber of visual classifiers is reduced and consequently lower
significance) in favor of the proposed approach are obsen@airect annotation rates are achieved by visual classification,
when comparing with the Borda Fuse method and whehe proposed multi-modal analysis approach succeeds to com-
considering the annotation rates for the top-level concegisnsate this loss to a significant extent by exploiting the results
ci«. In evaluating the statistical significance of annotatioof the other modalities, providing that such results exist. Still,
performance differences in the above pairwise comparisonsitdf evident from the same figure that visual classification does
approaches, the null hypothesis was defined as the annotationtribute to the final outcome of multi-modal analysis; this
performance being the same for both approaches in each paontribution is small, in the portion of the dataset for which

Corresponding confusion matrices for the €82 shots and other modality analysis results exist, and far more significant
\é/pen considering the entire dataset.

the 13 most frequent concepts of the dataset (in the order th
are listed in Table I) are shown in Fig. 10. For visualization Another experiment was subsequently carried out, making
purposes, only the shots that were actually annotated withhe assumption that each entire video (rather than each in-
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TABLE I
MULTI-MODAL ANALYSIS RESULTS IN THE NEWS DOMAIN - ENTIRE DATASET
Process Cp* Cp* Cp* Cl* Cl* Cl*
correct incorrect no result| correct incorrect no result
Visual classification 43.4% 56.6% 0% 81.6% 18.4% 0%
ASR linguistic analysis 8.5% 3.2% 88.3% | 11.6% 2.9% 85.5%
OCR linguistic analysis 0.4% 0% 99.6% 0.6% 0.2% 99.2%
Generalized Concept Overlay wifl(s;, s;m) = const | 46.5%  53.5% 0% 82.8%  17.2% 0%
Generalized Concept Overlay with(s;, s, ) = const | 46.2% 53.8% 0% 82.9% 17.1% 0%
Generalized Concept Overlay 47.1% 52.9% 0% 82.9% 17.1% 0%
Multi-modal analysis method of [39] 45.1% 54.9% 0% 82.6% 17.4% 0%
Borda Count method [14] 45.2% 54.8% 0% 82.8% 17.2% 0%
Borda Fuse method [14] 46.9% 53.1% 0% 82.9% 17.1% 0%
TABLE Il

MULTI-MODAL ANALYSIS RESULTS IN THE NEWS DOMAIN - DATASET RESTRICTED TO SHOTS FOR WHICH MORE THAT ONE SINGLE MODALITY ANALYSIS
RESULTS EXIST

Process Cp* Cp* Cp* Cle* Cle* Cle*
correct incorrect no result| correct incorrect no result

Visual classification 35.4% 64.6% 0% 73.1%  26.9% 0%

ASR linguistic analysis 56.5% 39.6% 3.9% 76.9% 19.2% 3.9%

OCR linguistic analysis 2.3% 0% 97.7% 3.8% 0% 96.2%
Generalized Concept Overlay wif(s;, s, ) = const | 56.4% 43.6% 0% 80.8% 19.2% 0%
Generalized Concept Overlay with(s;, sm,m) = const | 54.2%  45.8% 0% 81.8% 18.2% 0%
Generalized Concept Overlay 60.1% 39.9% 0% 81.2% 18.8% 0%
Multi-modal analysis method of [39] 47% 53% 0% 79.8% 20.2% 0%
Borda Count method [14] 47.5% 52.5% 0% 80.9% 19.1% 0%
Borda Fuse method [14] 58.8% 41.2% 0% 81.6% 18.4% 0%

dividual shot) is about a single subject, thus all shots of $pecifically, the additional information coming from ASR and
can and should be associated with a single concept of B€R analysis was accumulated and in case of contradictory
employed ontology. The motivation behind this experimeimformation, the OCR results prevailed. As a result, over one
was to test the influence of the selected content decompositthitd of the shots in our dataset was automatically annotated
to the performance of multi-modal analysis, and in particulavith information that is in addition ta:};, c;; out of this,

the possible improvement of analysis results when consideriagproximately55% concerned location nameg2% person
larger story-telling units (“scenes”) rather than visual shoteames, and% dates. The evaluation of the correctness of
as the elementary pieces of video information; taking thbese results is beyond the scope of this work, since the
whole video as a scene is clearly the extreme case. In tfagus is on the thematic categorization results discussed above,
experiment, the manually-generated video-level annotatiomst these clearly indicate the added value of using multiple
discussed at the beginning of this section were used as grogpécialized individual modality analysis tools in a multi-modal
truth annotation for evaluation purposes, in place of thanalysis scheme, rather than attempting to jointly process at a
shot-level ones. The Generalized Concept Overlay techniggirgle stage all low-level features that come from the different
was adapted to this scenario by being applied at the simebdalities.

level, as in all previous experiments, and its results being
subsequently evaluated by a simple voting mechanism which
selected the single most dominant concept across all shots af

the final annotation for the entire video. As a result, the correcb he detailed analysis of the results in the previous section,

classification rates of the Generalized Concept Overlay rosefge'e the COITespo nding confu5|_o N matrices where presented,
revealed that multi-modal analysis using the proposed Gener-

auzsed Concept Overlay approach succeeds in improving the
results of any of the employed uni-modal analysis methods.
Nevertheless, it is evident that the breadth of this improvement

Finally, it should be noted that besides the annotation ©f greatly dependent upon the individual modality analysis
each shot or other temporal segment with one concept rekults that serve as input to multi-modal analysis. These, in
the ontology expressing the thematic categorization of thern, depend not only on the performance of the employed
news item, the result of multi-modal analysis can also includgngle-modality analysis methods but also (and maybe even
additional semantic information such as location names, p&r- a greater degree) on the specifics of the content itself,
son names, etc. These are extracted as part of the linguiséc whether it contains audio or not, whether news-related
analysis of ASR and OCR transcripts. Although elaborategends are typically projected or not on the screen by the
techniques for combining such additional information can beews agency producing the content or by the broadcaster,
envisaged (e.g. similar to the one presented in this woekc. In the case of the employed Deutsche Welle dataset, it
for the thematic categorization results), in practice a simplas shown that although ASR and OCR linguistic analysis
unification approach was adopted in our experiments; mazan provide valuable and very accurate information about

VIII. CONCLUSIONS

75.3% and 93.1% for ¢, and ¢~ respectively on the entire
dataset, showing a significant increase compared to the res
of Table II.
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Fig. 10. Confusion Matrices for th&3 concepts of Table | - dataset restricted to shots for which more that one single modality analysis results exist. (a)
Visual Classification, (b) ASR linguistic analysis, (c) OCR linguistic analysis, (d) Borda Count method [14], (e) Borda Fuse method [14], (f) method of [39],
(9) Generalized Concept Overlay wifl(s;, s ) = const, (h) Generalized Concept Overlay witt{s;, sm) = const, (i) Generalized Concept Overlay.

the semantics of the content, treating the video at the siBR and OCR transcripts is invaluable in extracting additional
level results in relatively few shots being annotated by thesemantic metadata such as location names, person names, etc.,
components with anything other than “no result”. This isvhich are beyond the reach of any visual analysis technique
consistent with the nature of broadcast news, where oneuwfless considering very restricted application scenarios (e.g.
the prevailing journalistic rules in preparing the presentationvolving a limited number of people that appear on the video
of news can be summarized as “let the images tell their owmd for which appropriate face recognition models can be
story”. Consequently, the exact type of the incident in questidrained, etc.). These conclusions provide the guidelines for the
(e.g. a “fire”) is not verbally repeated in every visual shot; it isse of the analysis techniques presented in this work as well
more often announced by an anchorperson during a “stud@$ of other similar techniques in real-life multimedia news
shot, followed by several shots where the visual modalitpanagement applications.

prevails and few, if any, semantics are conveyed by speech
or legends on the screen. This is the reason why when larger
story-telling units are considered as the elementary pieces of
news information (e.g. as in our last experiment, where thE] S.-F. Chang, “The holy grail of content-based media analy$EFE
e.ntire Vid(.EO was tr.eated as a single st.ory—telling'unit), Con[_2] ’\SA.UI?DrzgidoISO\lIJCIJ(IJ.u?V \r/].o.I\iézpaﬂ’.is(?_Il.O’Ké)pn:.r-J‘z]althni;'alrzig,0 2\}. Papastathis, and
siderable increase in the correct semantic annotation rates can M. Strintzis, “Knowledge-Assisted Semantic Video Object Detection,”

be achieved. On the other hand, though, linguistic analysis of EEE Trans. on Circuits and Systems for Video Technqlagy. 15,
no. 10, pp. 1210-1224, October 2005.
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