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ABSTRACT

In this paper, a new feature selection method is used, in combina-
tion with a semantic model vector video representation, in order to
enumerate the key semantic evidences of an event in a video sig-
nal. In particular, a set of semantic concept detectors is firstly used
for estimating a model vector for each video signal, where each el-
ement of the model vector denotes the degree of confidence that the
respective concept is depicted in the video. Then, a novel feature
selection method is learned for each event of interest. This method
is based on exploiting the first two eigenvectors derived using the
eigenvalue formulation of the mixture subclass discriminant analy-
sis. Subsequently, given a video-event pair, the proposed method
jointly evaluates the significance of each concept for the detection of
the given event and the degree of confidence with which this concept
is detected in the given video, in order to decide which concepts pro-
vide the strongest evidence in support of the provided video-event
link. Experimental results using a video collection of TRECVID
demonstrate the effectiveness of the proposed video event recount-
ing method.

Index Terms— Video event recounting, event detection, con-
cept detection, semantic model vector, feature selection, mixture
subclass discriminant analysis.

1. INTRODUCTION

High-level events can be conceived as dynamic objects that pace our
everyday activities and provide the basis for structuring our mem-
ories [1]. For this reason, it is generally expected that event un-
derstanding technologies can contribute to effective organization of
multimedia content and help in providing human comprehensible de-
scriptions of this content to human users [2, 3].

During the past few years there has been a surge of research in
the area of high-level event detection in video signals [4, 5, 6]. Video
event detection algorithms typically derive one or more low-level
features and then combine them using some fusion strategy. Re-
cently, some researchers exploit a semantic model vector as a feature
representation of high-level events, aiming at a better event detection
performance (e.g., [7, 8, 9]). The inspiration behind this modelling
approach is that high-level events can be better recognized by look-
ing at their constituting semantic entities. However, another signifi-
cant advantage of using a semantic model vector approach is that the
derived video representation can serve as the first step towards au-
tomatic concept-based textual description of the video content and
particularly of the visual evidence that supports the establishment of
the video-event link [2, 3]. The latter is the goal of the emerging area
of multimedia event recounting (MER) [10].
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In MER, given a video that is said to belong to the target event
class, the objective is to develop an event recounting algorithm
(event recounter) that can produce a video event recounting doc-
ument (VERD), describing in human-comprehensible format the
key semantic entities that are depicted in this video and support the
premise that the video belongs to the said event class. From the
above definition we can make the following observations: a) A close
relationship between event detection and recounting exists. For in-
stance, the event recounter is usually applied on positive target event
videos identified using an event detector (either a fully automatic
one, or one involving additional manual inspection for filtering out
the false alarm videos). b) Ideally, the VERD should be expressive
enough so that a human subject could match it with the video clip
it is derived from, as well as understand to which event class this
VERD refers to [10]. c) Intuitively, a basic VERD type is one that
contains a ranked list of concepts that are depicted in the video,
e.g., “kicking”, “ball” and “running” for a video presenting a soc-
cer event. However, additional processing may be used to produce
more advanced VERD types, e.g., consisting of higher complexity
linguistic and/or non-linguistic entities, such as clauses, sentences,
sounds, pictures, etc.

Only a limited number of works on video event recounting have
been reported so far, mostly related to the pilot MER task of the
TRECVID 2012 benchmark evaluation [10]. For instance, in [11],
a large number of visual and audio semantic concept detectors are
used to generate a concept-based representation of video segments,
and the concepts detected with a high degree of confidence (DoC)
are used to generate a single sentence for each video segment. Sim-
ilarly, in [12], a semantic-based representation of the video is re-
trieved using several different technologies for the analysis of video
content (keyword detection using automatic speech and optical char-
acter recognition; audio and visual concept detection at video- and
video segment-level, etc.), and a VERD is delivered for each video
exploiting the most relevant concepts according to their DoC values.

In this paper, a semantic-based approach is also used, however,
instead of directly using the “raw” concept DoCs, a new feature se-
lection approach is proposed that incorporates class separability cri-
teria to select the most discriminant concepts regarding the target
event. In particular, the linear discriminant analysis-based (LDA-
based) feature selection method presented in [13] is extended using
MSDA [14, 15] to handle nonlinearities in the data. The evaluation
of the proposed method in the TRECVID MED 2010 dataset shows
a significant performance gain over methods using directly the con-
cept responses, or LDA-based selection of concepts.

The paper is organized as follows: A formulation of the video
event recounting problem is provided in section 2. The model vec-
tor approach for representing videos is outlined in section 3 and the
proposed video event recounting method is presented in section 4.
Experimental results on TRECVID videos are given in section 5,
while, conclusions and future work are discussed in section 6.
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2. PROBLEM FORMULATION

Let X = {(xp, yp) ∈ X × {−1, 1}} be an annotated dataset rep-
resenting videos belonging to the target event class (yp = 1) or to
the “rest of the world” event class (yp = −1). Here, a model vector
representation is used, i.e., xp ∈ X ⊂ [0, 1]Q is the model vector
derived from the p-th video. The κ-th element of xp receives a value
in [0, 1] denoting the DoC that the semantic concept cκ ∈ C is de-
picted in the video, where C = {c1, . . . , cQ} is the set of concepts
used in the model vector and Q is the total number of concepts. Our
goal is to design a semantic concept selector (called hereafter event
recounter) r : X→ {cn1 , . . . , cnI}, where ni is the index of the i-th
most relevant concept in the returned ordered list of concepts. That
is, the event recounter receives as input the model vector represen-
tation of a video depicting the target event and provides as output a
ranked list consisting of the I � Q key semantic concepts that are
depicted in this video and explain why the video relates to this event.

3. SEMANTIC MODEL VECTORS

A video signal is represented using a semantic model vector follow-
ing a strategy similar to the one described in [9], as briefly explained
in the next paragraphs.

The video signal is decoded and represented with a sequence
of uniformly extracted keyframes. A two level spatial pyramid
decomposition scheme, with an 1 × 3 cell division at the second
level, is then combined with the dense sampling strategy and the
oponentSIFT interest point descriptor in order to derive a set of
384-dimensional feature vectors for each pyramid cell [16]. Sub-
sequently, a Bag-of-Words (BoW) model of 1000 visual words
per pyramid cell is derived using the k-means algorithm, and a
soft assignment procedure [17] is used for representing the overall
keyframe with a 4000-dimensional BoW feature vector.

Then, a set of Q pre-trained concept detectors, G = {gκ :
R4000 → [0, 1]|κ = 1, . . . , Q}, is utilized to provide an interme-
diate level representation of a video keyframe based on Q semantic
concepts [7, 8]. The concept detector gκ is designed using a linear
SVM and an appropriate training set referring to the κ-th semantic
concept (this training set is independent from the set used for train-
ing and evaluating the event detectors and recounters). To this end,
the t-th keyframe of the p-th video in the database is associated with
the model vector xp,t = [xp,1,t, . . . , xp,Q,t]T , where, xp,κ,t is the
response of the concept detector gκ expressing the DoC that the κ-th
concept is depicted in the keyframe.

In order to derive a model vector representation at video level,
the model vectors of the individual keyframes referring to it are av-
eraged. For instance, the model vector referring to the p-th video is
computed using xp =

∑Tp

t=1 xp,t, where Tp is the length of the p-th
video in keyframes.

4. EVENT RECOUNTING USING MSDA

The key semantic concepts describing the event depicted in the video
signal can be retrieved by combining the model vector representation
described above with an appropriate feature selection method. A
feature selection method often consists of a selection criterion and a
search strategy. It has been recently shown, that scatter matrix-based
selection criteria such as the one used in linear discriminant analysis
(LDA) offer competitive performance in comparison to the popular
SVM-based algorithms [18].

In [13] the direct exploitation of LDA for feature selection is
examined, yielding promising results. A training set partitioned toK

classes {X1, . . . ,XK} (where in [13] each class corresponds to face
images of a particular person) is exploited for the computation of the
LDA transformation matrix W ∈ RQ×D , D � Q. Subsequently,
the U first columns of W are utilized to provide a weight vector
v, whose κ-th component is the average of the absolute values of
the respective components in the selected columns of W, i.e., vκ =∑U
i=1 |w

κ
i |, where |wκi | is the absolute value of the κ-th element

of the i-th column of W. The I larger components of v are then
selected to form a set V = {v̄1, . . . , v̄I}, i.e., v̄κ is the κ-th largest
component of v, and then are utilized to design the feature selector

flda = a ~ x, (1)

where the operator ~ is used to denote element-wise vector multi-
plication. In (1), a ∈ {0, 1}Q,

∑Q
κ=1 aκ = I is a binary-valued

indicator vector used to select the desired features from x, whose
κ-th element is aκ = 1 if vκ ∈ V and aκ = 0 otherwise. The
strength of this method is its computational efficiency and simplic-
ity, as instead of using a time consuming search strategy a simple
eigenvalue problem is solved. However, this method suffers from
the nonlinearity problem of LDA, i.e., it faces difficulties to account
for nonlinearities in the dataset. For instance in the case of event
detection, which is a two-class problem, LDA can provide only one
eigenvector which is not sufficient to capture such nonlinearities.

Inspired from the above method, we propose the use of MSDA
[14] to build an efficient feature selection method. During the train-
ing stage, the iterative algorithm proposed in [14] is applied to de-
rive a subclass partition of the data {X1,1, . . . ,XK,HK}, where Xi,j
denotes the j-th subclass of i-th class and Hi is the number of sub-
classes of class i. Subsequently, the transformation matrix Ψ is iden-
tified that maximizes the following objective function

Jlda(Ψ) = tr(ΨTSbsbΨ)/ tr(ΨT Σ̆xΨ), (2)

where, Σ̆x = Sbsb + Sws, Sbsb =
∑K−1
i=1

∑Hi
j=1

∑K
k=i+1∑Hk

l=1 p̂i,j p̂k,l(m̂i,j − m̂k,l)(m̂i,j − m̂k,l)
T is the inter-between-

subclass scatter matrix, Sws =
∑K
i=1

∑Hi
j=1 p̂i,jΣ̂i,j is the within-

class scatter matrix, Hi denotes the number of subclasses of the
i-th class, and p̂i,j , m̂i,j , Σ̂i,j are the estimated prior, sample mean
and sample covariance matrix of the j-th subclass of class i. This
optimization problem turns out to be equivalent to the generalized
eigenvalue decomposition SbsbΨ = SwsΨΛ, where the columns
of the transformation matrix, ψi, i = 1, . . . , D, are the generalized
eigenvectors corresponding to the largest generalized eigenvalues in
the diagonal matrix Λ = diag(λ1, . . . , λD), and λ1 ≥ · · · ≥ λD .
The first Ω columns of Ψ are then used to derive a weight vector
φ ∈ RQ whose κ-th element is computed using

φκ = max(|ψκ1 |, . . . , |ψκΩ|), (3)

where, |ψκi | is the absolute value of the κ-th element of the i-th col-
umn of Ψ. Then, during testing, φ can be utilized to design a feature
selector similar to (1) (i.e., φ could be used for deriving a binary-
valued indicator vector ά, to replace α in (1)). However, in order
to fully take advantage of the model vector video representation in
building a recounting function, we further modify (1) so that φ is
directly used in it,

rmsda = sort(φ~ x, I), (4)

where the sort(x, I) vector operator returns the I largest values of
x in descending order, along with the respective indices. In (4), the
DoC concerning the presence of a concept in a video is weighted
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with a significance value (computed according to (3)) that denotes
the importance of this concept for the detection of the target event.
With this modification the DoC that a concept is depicted in the par-
ticular video is also taken into account as opposed to using directly
the feature selection approach of (1) [13]. Moreover, each concept
is associated with a DoC regarding the target event, which allows
the creation of a ranked list of concepts that best describe jointly the
video and the event of interest depicted in it.

5. EXPERIMENTAL EVALUATION

5.1. Event recounters for comparison

During the evaluation procedure, the proposed recounter (4) is com-
pared against two other event recounting approaches:

1) Input space recounter: the original concept detector re-
sponses can be used for selecting the highest-ranking concepts,

rin = sort(x, I) (5)

2) LDA-based recounter: similar to the proposed MSDA-based
method, an LDA-based recounter can be designed by modifying the
feature selection approach in (1) [13] as follows:

rlda = sort(v ~ x, I) (6)

5.2. Evaluation experiments and measures

The ability of an event recounter to generate a good VERD is evalu-
ated according to the methodology of [10].

5.2.1. Verd-to-event experiment

In this experiment a set of unlabelled VERDs (which belong to E
different events and were generated by O different recounters) are
provided to S judges, and the task of each judge is to classify each
VERD to one of the target events. Let No,e denote the number of
VERDs that belong to the e-th target event and were generated by the
o-th recounter, and N̆s

o,e (≤ No,e) the number of the above VERDs
that are correctly classified to the e-th event by the s-th judge. Based
on [10] the following measures are defined:

1) The verd-to-event correct classification rate for the o-th re-
counter and the e-th target event (Ro,eE ) is defined as the fraction of
judgements of the s-th judge that correctly identified the target event,
averaged across all judges: Ro,eE =

∑S
s=1 N̆

s
o,e/(S ·No,e).

2) The verd-to-event average correct classification rate of the o-
th recounter (RoE) is defined as the average ofRo,eE across all events:
RoE =

∑E
e=1 R

o,e
E /E.

5.2.2. Verd-to-clip experiment

In this experiment, for each event and each recounter a set of video
clips and their associated VERDs are provided to S judges. That
is, in total O · E sets are used: (o, e) ∈ {1, . . . , O} × {1, . . . , E};
within each set, the clips belong to the same event and their VERDs
have been generated by the same recounter. No information is pro-
vided to the judges regarding which recounter was used and to which
event the VERDs refer to. The task of the judges is, within each set
separately, to link the clips with their associated VERDs. This task
examines how characteristic of each video the VERD descriptors
are.

Let Mo,e denote the number of VERDs that belong in the set
associated with the o-th recounter and the e-th event class, and M̆s

o,e

(≤ Mo,e) the number of correct VERD-clip pairs provided by the
s-th judge. Following [10] the following measures are used:

1) The verd-to-clip correct classification rate concerning the o-th
recounter and the e-th target event (Ro,eC ) is defined as the fraction of
valid VERD-clip pairs provided by the s-th judge, averaged across
all judges: Ro,eC =

∑S
s=1 M̆

s
o,e/(S ·Mo,e).

2) The verd-to-clip average correct classification rate of the o-th
recounter (RoC ) is defined as the average of Ro,eC across all events:
RoC =

∑E
e=1 R

o,e
C /E.

5.3. Datasets

Initially, the TRECVID SIN 2012 dataset is used to derive one con-
cept detector for each of the Q = 346 SIN 2012 task concepts, as
explained in section 3. Then, portions of the TRECVID MED 2010
dataset are used for training the event detectors and recounters, and
evaluating the latter. The MED 2010 dataset consists of 1745 de-
velopment and 1742 evaluation videos, belonging to one of three
target events, namely, “assembling a shelter”, “batting a run in” and
“making a cake”, or to the “rest-of-world” event class. Following
the procedure described in section 3, and using the aforementioned
346 concept detectors, a model vector is estimated for each video.

Using the model vectors as features, one event detector is
learned for each event on the development part of the MED 2010
dataset (event detectors are learned according to a variant of [9]).
The trained event detectors are then used to automatically associate
each video in the evaluation part of the MED 2010 dataset with a
DoC for each event (i.e., they automatically detect videos belonging
to the event). Thus, a ranked list of the videos is created for each
event.

For evaluating the recounting method of section 4, three sets of
video clips are then formed by selecting the first top 20 positive event
clips from each ranked list using the ground-truth video annotation.
Subsequently, the three recounters, rin, rlda and rmsda, are used
to provide a VERD for each of the selected clips. The number of
recounting concepts for each recounter and the number of selected
columns in (3) for rmsda are set to I = 15 and Ω = 2 respectively.
In this way, 9 sets of VERD-clip pairs are created, where all the
VERD-clip pairs within a set refer to a distinct “event-recounter”
combination. The 180 VERDs created using the above procedure
(20 VERDs per set) are used for the verd-to-event experiment. Ad-
ditionally, 5 VERD-clip pairs are randomly selected from each set of
20 in order to form 9 evaluation sets for the verd-to-clip experiment
(45 VERD-clip pairs in total).

5.4. Experimental results

In Figure 1 we present one video recounting example for each of
the three events, along with the nine VERDs (three for each video)
generated by the application of the three recounters (rin, rlda and
rmsda) to the videos. In this example, we observe that the pro-
posed recounter outperforms the other two recounters in terms of
both number of correct concept detections as well as ordering of the
correct concepts in the list. Apart from the improved concept selec-
tion performance, we also see that the proposed recounter effectively
discards or ranks very low concepts such as “eucaryotic organism”
and “primate”, which are very generic and thus not suitable for de-
scribing the content of the video and the event taking place.

For the systematic evaluation of the recounters, experiments are
carried out according to the experimentation methodology of section
5.2, using the datasets of section 5.3 and the judgement responses
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Fig. 1. One video recounting example for each of the three events (from top to bottom): “assembling a shelter”, “batting a run in” and “making
a cake”. Each row contains two keyframes of the video along with the responses of rin, rlda and rmsda. For each recounter response the
top ten ranked concepts are shown; correctly identified concepts are presented with bold fonts, while wrong or very generic concepts with red
italic or red normal font respectively.

Table 1. Results for the verd-to-event experiment.
Event rin rlda rmsda

Assembl. shelter 0.800 0.850 0.890
Batting run in 0.490 0.870 0.980
Making cake 0.880 0.940 0.960
Average 0.723 0.887 0.943

from five human judges (S = 5). The evaluation results are pre-
sented in Tables 5.4 and 5.4 for the verd-to-event and the verd-to-clip
experiment respectively. We observe that:

a) For the verd-to-event experiment (Table 5.4), the exploitation
of a feature selection process to build the event recounter (rlda or
rmsda) provides a significant improvement on the quality of the de-
rived VERDs over the direct use of the concept DoCs (rin). For
instance, for the event “batting a run in”, the 0.49 of Ro,eE achieved
with rin is increased to 0.98 utilizing rmsda. Using rmsda, a signif-
icant average performance boost of approximately 30.4% and 6.4%
is observed over rin and rlda respectively.

b) For the verd-to-clip experiment (Table 5.4), the proposed re-
counter provides a significant performance gain over the two other
methods for two of the three considered events. Overall, achieves
an average performance boost of 5.2% and 11.1% over rin and rlda
respectively.

c) The verd-to-clip task seems to be more challenging than the
verd-to-event one as indicated by the results. This can probably be
attributed to the number of concepts included in each VERD in our
experiment (I = 15), and to shortcomings of the overall set of 346
concepts in fully describing the video content. Nevertheless, the pro-
posed method still provides improved performance in this experi-

Table 2. Results for the verd-to-clip experiment.
Event rin rlda rmsda

Assembl. shelter 0.280 0.280 0.440
Batting run in 0.200 0.160 0.240
Making cake 0.280 0.280 0.120
Average 0.253 0.240 0.267

ment as well, by effectively removing highly-ranked erroneous or
very generic concepts.

6. CONCLUSIONS AND FUTURE WORK

A novel event recounting method was presented that exploits MSDA
and a semantic video representation in order to extract the key vi-
sual concepts of the depicted event. The evaluation of the proposed
method using the TRECVID MED 2010 video collection and five
human experts demonstrated a significant improvement over meth-
ods that exploit conventional linear discriminant analysis or use di-
rectly raw semantic concept detector responses.

Interesting future research directions include the exploitation of
language templates to provide richer event descriptions and the in-
vestigation of methods to select the optimal number of semantic con-
cepts for event description (instead of I = const).
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