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ABSTRACT

We propose a photo collection contextualization method that
enriches the content of a user collection with additional pho-
tos extracted from collections of different users that attended
the same event. Depending on the user needs, the selected
photos may depict scenes from either the same or differ-
ent aspects of the event. To achieve contextualization, we
combine techniques for photo clustering to sub-events, multi-
user time synchronization, and sub-event matching, utiliz-
ing visual, time and geolocation information. The proposed
method has been tested on datasets provided by MediaEval
2014 SEM Task.

Index Terms— photo similarity, sub-event, contextual-
ization, personal photo collection

1. INTRODUCTION

People are used to capture photos when attending events (e.g.
trips, concerts, celebrations, etc.), store and retrieve them
after a short or long period of time in order to refresh their
memories, present their experience to others or just look back
to a nice remembrance.

In the past, when the use of capturing devices was lim-
ited, people remembered and described an event just by their
memories. However human memory tends to delete details.
This is more intense for episodic memory [1] which includes
specific events that took place at a particular place and time.
Forgetting from episodic memory is rapid and substantial.
On the other hand, forgetting from semantic memory, which
is responsible for knowledge and skills, is much less rapid and
information is well preserved over long periods or never lost.

With the widespread use of digital media capture devices
(mobile phones, digital cameras, tablets), people tend to ac-
quire a multitude of photos in short time resulting in large
collections for each attended event consisting of photos, sig-
nificant or not. Due to this, several works have been intro-
duced in the literature aiming to organize [2], visualize [3] or
summarize [4] photo collections in order to distinguish the
valuable information for the user, especially for future refer-
ence. On top of these, we propose a method that enriches the
content of a photo collection.

Contextualization is defined as the process of providing
information about a situation in which something happens.
Contextualization plays a critical role in how and when indi-
viduals remember the past, since contextualization informa-
tion may help form well preserved semantic memories of an
event.

This work was supported by the European Commission under
contract FP7-600826 ForgetIT.

Events that a person attends can be either public events
(e.g. sports competitions, concerts, etc.) or personal events
(e.g. a professional meeting, a birthday party, a family trip,
etc.). Contextualization can be applied in both cases. To give
a more specific example, suppose that a person attends a pub-
lic event such as some competitions of the Olympic games of
London 2012 and takes a number of photos. At the end of
the event, what remains to the user are the memories and the
photos. Huge number of people attended this event capturing
the sports and more specifically the moments which they con-
sidered interesting. The information collected by individuals
is diverse covering the overall event. Combining this infor-
mation and sharing it, we manage to provide a more holistic
description of the event which can later trigger the memory
of its attendant. On the other side, an example of a personal
event can be a project meeting. All meeting participants
own a device to capture their photos and at the end of the
meeting each of them has created a photo collection depicting
their moments of interest. By applying the contextualization
method to a photo collection of an individual, we improve the
recall of the event using the photos of his colleagues.

We propose a method that, given a photo collection, it
enriches its content by retrieving additional content (photos
covering different aspects of the same event) from other re-
sources resulting in a more complete view of the event. The
rest of the paper is organized as follows: in Section 2 related
work is presented, in Section 3 our method is described while
in Sections 4 and 5 the experimental results and conclusions
are given.

2. RELATED WORK

To the best of our knowledge, this work is the first that deals
with personal photo collection contextualization. However,
a variety of methods have been proposed in the literature
which tackle the problem of organizing and visualizing per-
sonal photo collections [5, 6].

Visual information is employed to assess the similarity of
photos in a collection. Both global and local visual descrip-
tors are used for comparing the visual content as presented
in [7], as well as high level representation of photos for com-
paring photos semantically [4].

In [8], a method which compares events at collection level
instead of taking into account individual photos features is
described. Given an event described by a set of photos, this
method retrieves photos from the same event captured by dif-
ferent users, utilizing visual, temporal as well as geolocation
information, although the authors do not test geolocation in-
formation in the conducted experiments.

Existing methods which select one representative photo
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out of a photo collection deal mainly with summarization
problems. Summarizing a photo collection [4], a small subset
of the total photos is selected as representatives, offering an
overview of the entire collection.

3. PROPOSED METHOD

The proposed method consists of two steps, the pre-
processing step and the actual contextualization step as il-
lustrated in Fig. 1.

❙��✁

collection

Clustering to sub-events

❆✂✄☎✆✈� collections

sub-events set

Sub-event similarity

similar

sub-events

different

sub-events

Representative image 

set extraction

representative

 photos

of similar 

sub-events

representative

 photos

of  different

sub-events

Multi-user 

synchronization

sub-event set

- time

- GPS info

- HSV

- concept detection

- signatures

- concept detection

- GPS info

- time

Pre-processing Contextualization

Fig. 1. Method overview

Let seed be the user collection to be contextualized and
archive the ones of the other users referring to the same event.
We assume that seed and archive collections belong to the
same event, thus, we are not dealing with recognizing the
event. All collections consist of sub-events, namely groups
of photos that constitute a distinct action within a bounded
time and space. In the Olympic games event example, the
individual sports competitions (e.g. first day of tennis men,
weightlifting women final, etc.) can be considered as sub-
event of the entire London 2012 summer Olympic event.

In the pre-processing step, we cluster all the collections
into sub-events. The clustering to sub-events method em-
ploys: time information (photo capture date and time), geolo-
cation (if available) and concept detection scores (extracted
by applying a concept detection algorithm [9]). Using multi-
ple features is particularly important in the case of long events
with multi-location or temporally overlapping sub-events.

Although time can be easily extracted from photo EXIF
tag, further processing may be required since the photos have

✝✞✞✟ collection 

sub-events

✠✡☛☞✌✍✞ collections 

sub-events

Fig. 2. Clustering to sub-events example of seed and archive
collections

been captured from different devices and photo collections
may not be temporally synchronized. Therefore, before ap-
plying the clustering to sub-events, we use the multi-user time
synchronization method presented in [10].

An example of clustering result is depicted in Fig. 2. The
proposed method enriches the content of the seed collection
with a user-defined number of photos from archive collections.
It should be noted that representative photos from both sim-
ilar (A and C sub-events) and different sub-events (B, D, E
and F) are selected. The percentage of photos taken from
similar and different sub-events is user-defined.

In the rest of this section we present in detail solely the
actual contextualization step, which consists of the sub-event
matching and the seed collection enrichment.

3.1. Sub-event matching

We establish distance measures that are employed to match
a seed collection sub-event to sub-events of the archive col-
lections. Let S be the seed collection that is clustered in
NS sub-events Si, i = 1, ..., NS . Each sub-cluster Si contains
NSi photos si,j , j = 1, ..., NSi . For each photo si,j we can
use the HSV histogram s

i,j
HSV , the GPS location s

i,j
GP S , the

concept detection scores s
i,j
SC and the capture time s

i,j
T infor-

mation. Similarly, A
j
k, j = 1, ..., NAk

is the j − th sub-event
of the archive collection of user k denoting the corresponding
photo information as a

i,j
k,{HSV/GP S/SC/T }. We introduce four

sub-event matching approaches.
time: The baseline approach utilizes the time information

of the photos. The distance between a seed sub-event and an
archive one is the minimum pairwise temporal distance of
their photos and it is given by:

DT (Si
, A

j
k) =















min
m,n

{|(si,m
T − a

j,n
k,T |)},

if sub-events
are not temporally
overlapping

0, otherwise

where 1 ≤ m ≤ NSi and 1 ≤ n ≤ N
A

j

k

.

HSV : In this approach, sub-event distance is defined as
the minimum pairwise distance between the HSV color his-
tograms of the sub-events photos:

DH(Si
, A

j
k) = min

m,n
{dcos(s

i,m
HSV , a

j,n
k,HSV )}

where dcos is the cosine distance.
scores: In this case, we use the minimum pairwise dis-

tance between vectors of concept detection scores:

DSC(Si
, A

j
k) = min

m,n
{dcd(si,m

SC , a
j,n
k,SC)}

where dcd is a distance used for concept detection scores,
given by Eq. (6) in [11].

signature: While the aforementioned approaches employ
pairwise photo based distances, we adopt an approach that
calculates the distances among entire sub-events. Each sub-
event is described by a single vector called signature. To
construct the signature vector of a sub-event we calculate the
mean and variance of vectors of concept detection scores. We
then keep the u concept indices with the highest mean and
finally we sort them in ascending order of their variances.
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The signature vector is representative of the entire sub-event
since it contains concepts that attained high score (top u)
while at the same time, their position in the vector shows the
significance of the specific concept (low variance).

The indices of the concept c of sub-events Si and A
j
k are

denoted as Si
SIGc

and A
j
k,SIGc

respectively. If the concept c

does not belong to the top u concept indices, then its value
is set to 0.

The distance of two sub-event signatures equals the sum
of the distances DC of the signatures for all concepts.

DSIG(Si
, A

j
k) =

NC
∑

c=1

DC(Si
SIGc

, A
j
k,SIGc

)

If a concept c belongs in both signatures, then distance DC

equals the W(p) · p where p = |(Si
SIGc

− Ai
k,SIGc

)| (1). It
should be noted that W is a function used for weighting. As
a result, concept indices with low variance have more impact
on the distance calculation. The intuition of this distance
measure is that two sub-events are close if they contain more
common concepts having high score and same positions. If
a concept index exists only in one signature, then DC is set
to W (i)(u + 1) (2), where i is the index of concept c in this
signature. Finally, if a concept index does not exist in any of
the signatures then DC is set to W(p + 1) · (u + 1) (3).

DC(Si
, A

j
k) =











W(p)·p, if S
i
SIGc

>0 and A
j
k,SIGc

>0

W(p)·(u+1), if S
i
SIGc

>0 xor A
j
k,SIGc

>0

W(p + 1)·(u+1), otherwise

(1)

(2)

(3)

There are cases where time information is not avail-
able (e.g. photos are captured using an old camera and no
metadata are saved) or not exploitable (e.g. when photo
capture devices of different users are not synchronized and
multi-user time synchronization has not been applied). In
these cases, only the last three sub-event distance measures
(DT , DH , DSC) can be applied. On the other hand, if time in-
formation is available and photo collections are synchronized,
time-based sub-event distance measure can be combined with
other sub-event distance measures. We also choose to test
the weighted sum of time and HSV, scores or signatures
(DT,x = w ·DT +(1−w) ·D{x}) where x ∈ {HSV, SC, SIG}).

Geolocation information is employed to further refine
the matched sub-events. We calculate a distance threshold,
tGEO, that denotes if two sub-events are considered spatially
close or not. For the tGEO estimation we cluster all pairwise
archive photo spatial distances using the k-means clustering
algorithm for number of clusters k = 2. Threshold tGEO

equals with the lowest cluster center. The pairs that are not
spatially close are excluded from the matching procedure.

Finally, we select a subset of archive sub-events that
their distance to a seed sub-event is below the correspond-
ing thresholds (tT , tT,x, tx), where x ∈ {HSV, SC, SIG}.

3.2. Seed collection enrichment

Having matched each seed user sub-event to an archive sub-
event, we select the photos of the matched archive sub-events
that are either similar or dissimilar to the seed user collection

photos. To achieve this, the proposed method uses two user-
controlled parameters, a and b. Parameter a (a > 0), controls
the total number of photos that will be used for contextual-
izing the seed collection. Parameter b (0 ≤ b ≤ 1), specifies
what percentage of these photos should belong to sub-events
that are also contained in the seed collection; the rest of the
photos that will be added, will be chosen so as to belong to
different sub-events.

We select the a · b · N archive sub-event photos (where

N =
∑NS

i=1
NSi is the total number of seed collection photos)

that are most similar to the seed collection sub-events from
each archive sub-event we pick one photo which is the most
dissimilar to the photos already contained in this sub-event
of the seed collection. The set of the a · b · N photos is the
set of photos that contextualizes the sub-events of the event
that were originally contained in the seed collection. The
remaining a · (1 − b) · N photos that enrich the seed collection
are collected from the most dissimilar sub-events.

3.3. Significant sub-events detection

In the case of b ≈ 0, the user requests the contextualization
of his collection to be applied only with different sub-events
and the selection is based on a measure of photo significance.

In [12], a method that detects significant events in per-
sonal photo collections is presented. More specifically, user’s
picture-taking behavior is modeled using time-series and
points with high residuals are flagged as potential significant
events. In the proposed method we follow a simpler approach
in which we calculate the significance of each photo according
to the temporal distance from the rest of the photos of the
sub-event. The significance SG of a photo a

j,l
k which belongs

in sub-event A
j
k, is given by:

SG(aj,l
k ) =

N
A

j

k
∑

p=1

exp
(

−g|aj,l
k,T − a

j,p
k,T |

)

Tuning g parameter, the exponential can become significant
only for photos that are temporally close while for the rest
the exponential is negligible. As a result, the sum depends
also on the number of temporally close photos to a

j,l
k . Thus,

given a sub-event, the significance of all photos is initially
calculated and then the one having the highest significance
is selected. If the archive sub-event is dissimilar to the seed
collection sub-events then this photo is used as the represen-
tative one for the seed collection enrichment. If it belongs to
one of the seed collection sub-events and the selected photo is
temporally far from the seed collection photos and is selected
as the representative one for the seed collection, otherwise
the photo with the second highest significance is examined.
The procedure is continued until a temporally distant photo
is detected.

4. EXPERIMENTS AND RESULTS

We used the two datasets of the MediaEval 2014 SEM task
[13] for our method evaluation. The Vancouver dataset con-
sists of 1351 photos capturing various sub-events of the Van-
couver 2010 Winter Olympic Games which is split into 35
user collections. The London consists of 2124 photos captur-
ing various sub-events of the London 2012 Olympic Games
which is split into 37 user collections. We used the Vancouver
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dataset to estimate the threshold values (tT , tT,x, tx, where
x ∈ {HSV, SC, SIG}) for each sub-event distance calcula-
tion approach and used their estimated values on the London
dataset, which are tT = 0.10, tT,HSV = 0.27, tT,SC = 1.05,
tT,SIG = 0.69, tHSV = 0.05, tSC = 0.8, tSIG = 0.27. In the
experiments conducted on the London dataset, the first user’s
(user1) collection is considered as the seed collection while
the remaining 36 users form the archive collections which are
pre-processed. For the preprocessing method of clustering to
sub-events we used the ground truth of MediaEval 2014 SEM
task [13] in order to test the actual contextualization part of
our method. We also performed a set of experiments consid-
ering a subset of user collections, which contain at least two
sub-events, as seed collections and averaged the results. It is
worth noting that geolocation information is available for a
subset of photos.

Since, sub-event matching is a classification task, we eval-
uate the results of our approaches using the established pre-
cision (P), recall (R) and F-measure (F1) measures. Table 1
shows the results for each matching approach, using the first
user of the London dataset as seed and the rest of the users
as the archive collections, since the first user has the most ex-
tended collection of sub-events. Table 2 shows the averaged
results, using a subset of users as seed.

Table 1. Different sub-event matching methods evaluation
using user1 collection as the seed.

P R F1

time 0.466 0.872 0.607
time+HSV 0.894 0.764 0.824
time+scores 0.765 0.750 0.757
time+signatures 0.677 0.880 0.765

HSV 0.840 0.568 0.677
scores 0.659 0.763 0.707
signatures 0.773 0.425 0.548

Table 2. Different sub-event matching methods evaluation.
Results are averaged from using all users collections as the
seed.

P R F1

time 0.399 0.872 0.536
time+HSV 0.702 0.724 0.702
time+scores 0.685 0.681 0.666
time+signatures 0.587 0.675 0.611

HSV 0.567 0.447 0.462
scores 0.624 0.549 0.525
signatures 0.544 0.323 0.392

We observe in Table 1 that the baseline method does
not perform well due to the London dataset containing tem-
porally overlapping events. Combining time information
with the other features a significant boost is achieved (com-
pare time+HSV, time+scores and time+signatures to HSV,
scores and signatures approaches respectively). Specifically,
time+HSV approach achieved the highest F1 measure. Fur-
thermore, in the case where the time information is not avail-
able, scores approach can distinguish sub-events better than
the other proposed approaches. The aforementioned obser-

vations using the first user as seed are confirmed for the av-
eraged case (Table 2).

We numerically evaluate the impact of using these photos
for contextualization by examining the sub-events that they
contain. Specifically, we calculate three evaluation measures:

• Percentage of similar (PoS): Out of the photos of
the archive collections that were selected on the basis
of representing similar sub-events, we measure the per-
centage of them that truly belong to such sub-events.
This measure ranges from 0 to 1, where 1 is the opti-
mal.

• Percentage of dissimilar (PoD): Out of the pho-
tos of the archive collections that were selected on the
basis of representing dissimilar sub-events, we measure
the percentage of them that truly belong to such sub-
events. This measure ranges from 0 to 1, where 1 is
the optimal.

• Cluster recall (CR): we measure the coverage in-
crease after contextualization. Namely, the initial cov-
erage of the seed collection is calculated based on the
number of different sub-events of the total number of
sub-events contained in the overall event. By contextu-
alizing the collection we attempt to include more sub-
events into the seed collection and increase the cover-
age.

Table 3. Percentage of the three evaluation measures for
different a and b parameters

a=0.5 a=1
b=0.2 b=0.5 b=0.8 b=0.2 b=0.5 b=0.8

PoS 0.8 0.76 0.57 0.83 0.58 0.46
PoD 0.82 0.84 0.9 0.72 0.81 0.88
CR 0.22 0.26 0.27 0.25 0.28 0.29

Fig. 3 illustrates the values of these measures when vary-
ing the values of parameters a and b, while indicative results
for selected values of a and b are shown in Table 3. As far as
the CR measure is concerned, the user1 seed collection con-
sists of 46 sub-events out of the 238 total sub-events before
contextualization, which is equal to 0.1932. As parameter
a increases, meaning that the user selected to increase the
number of photos that are used for contextualizing the seed
collection, CR measure also increases and reaches almost 0.3.
This indicates that the contextualized seed collection offers a
broader coverage of the event, in comparison to the informa-
tion contained in the seed collection prior to contextualiza-
tion.

An example of the contextualization results, for both sim-
ilar and dissimilar sub-events, which were selected by apply-
ing the proposed method on the London dataset are shown
in Fig. 4 for visual inspection of the result. This example
shows how the seed collection is contextualized with different
photos. In Fig. 4a, the seed collection photos are illustrated,
grouped in sub-events using ground truth. It seems that this
collection contains photos from a part of the opening and
award ceremonies, and the rowing (cox-less pair, eight, sin-
gle scull, quad scull), weightlifting, soccer, marathon, long
jump, races, wrestling, tennis, beach volley and judo compe-
titions. Fig. 4b shows the photos of similar sub-events that
were chosen from the archive collections for contextualization.
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Fig. 3. Evaluation results using the three defined evaluation measures, for different a and b parameters (a) Percentage of
Similar, (b) Percentage of Dissimilar and (c) Cluster recall

Finally, Fig. 4c shows the photos that were selected from the
sub-events not present in the seed collection. These include
photos from the taekwondo, cycling, fencing, basketball and
horse riding competitions, as well as different parts of the
opening and award ceremonies.

5. CONCLUSION

In this paper, we proposed a contextualization method that
enriches the content of a user photo collection using photos
from different user collections that attended the same event.
The experimental results demonstrate the importance of us-
ing high level features extracted from photos or combining
low level features with time information (if available) in con-
textualizing the user photo collection taking into account the
way people preserve their memories of a specific event.
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(a)
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Fig. 4. (a) Seed collection sub-events, (b) Photos added through contextualization that belong to sub-events already contained
in the seed collection, (c) Photos added through contextualization that belong to different sub-events of the same event
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