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Abstract In this paper a framework for implicit human- obtained through traditional, explicit means (likextual

centered tagging is presented. The proposed frankedvaws
its inspiration from the psychologically establidhgrocess of

annotation), using keywords such as “sad”, “scasyid
“disgusting”, as well as implicitly, through the mitoring of

attribution. The latter strives to explain affeetated changes user behaviour while they are engaged in an agfisiich as a

observed during an individual's participation in emotional
episode, by bestowing the corresponding affect gimgn
properties on a selected perceived stimulus. Camémwork
tries to reverse-engineer this attribution proce®y

monitoring the annotator’s focus of attention thgbugaze
tracking we identify the stimulus attributed as twuse for
the observed change in core affect. The lattenddyaed from
the user’s facial expressions. Experimental resattned by
a lightweight, cost efficient application basedtba proposed
framework show promising accuracy in both the assest
of topical relevance and direct annotation scesarithese
results are especially encouraging given the faet the
behavioral analyzers used to obtain user affeatbsponse
and eye gaze lack the level of sophistication aigt ltost
usually encountered in the related literature.

Keywords Implicit Human Centered Tagging

Affective Computing Gaze Tracking -

1 Introduction

As content databases are rapidly growing out opgiriion,
efficient means of implicit content annotation neted be
defined in order to categorize and manage huge amaiu
data. Several methods reported in the scientifierdiure
about implicit human-centered tagging (IHCT) indedhe
use of user affective response (among and aloreygjtas an

content search. The emotional factor is measurehbiyzing
a set of communicated signals, such as body larguagial
expressions, gestures, voice pitch, heart rate body
temperature, all of which are subconsciously cdieiobody
functions that are related to the user’'s curreatesbf mind.
Vinciarelli et al [40] documented the challengesgu by
such an endeavour; mainly concerning the needctade the
observed user reactions and behaviour (as weliesttplicit
tags themselves) to the data tagging and retrlewal In their

work they argued that the development of behavioura

analyzers, capable to attain both accurate anabieliresults,
even when the audiovisual sensors used to obthiavirural
information are mounted on today’s commercial cotepy is
key to reaching that goal.

During content search within a large database afy&s, such
as Google Images and Flickr, users may undergoraeve
psychologically driven changes in state of mindattlare
difficult to track or explain without proper idefitiation of

the emotion eliciting elements of the viewed cohtei

feeling of “disgust” for example, after looking atspecific
image, can only be explained as the encounter avigphecific
stimulus that can only be credited as “disgustifgy’ the
person doing the annotation. Russell [26] arguatl dttention
behaviour is closely linked to such changes in pshagical

state of mind; the latter causing shifts of atemtiowards the
objects attributed with the affect-changing projesrtin

preparation for conscious and/or subconscious racfidis

process is the foundation of attributed affect, @ncept
derived from a dimensional psychological
consisting of two primitives, namely core affectdathe

ideal satisfactiormetric [32]. User affective response can beperception of affective quality.
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In this paper we present a framework for implicihatation
of content inspired by the concept of attributeteatt We
define an image tagging pipeline that allows userdirectly
annotate data based on a post-hoc explanationref aftect
experience change via gaze monitoring. Our framkwor

framework



therefore enables a novel and sensible approadhgtging
data, reminiscent of the human point of view. Niolyaloes a
particular piece of data receive an appropriatessqalized
tag, but also, the reason behind this annotatiefepence is
identified and can be utilized for further applioas, such as
automated tagging, recommendation and retrieval.
describe the translation of theory to practice bgspnting a
thorough documentation of a low-cost, accurate wsok
application developed for implicitly tagging andsessing
correctness of topical relevance in a large datbésmages.
Through our tests, we record promising results shatw our
methodology can attain accurate tagging resultd Hre
comparable to the current state of the art, wighgbtential to
be utilizable in many more applications.

The rest of this paper is organized as follows:tiSec2
contains a complete overview of the proposed fraonkw
This contains a summary of related work, an overvié the
psychological framework from which we drew our iimafion
and concludes with the contributions of this wdBlection 3
describes the implementation details of an appdinat
developed for putting our framework and its apitty to
cost-efficient behavioural analyzers to the testoréM
specifically, Section 3.1 concerns the facial featyoint
extraction procedure necessary for recognizing usme
affect experience through facial expression angalySection
3.2 describes the integrated single image eyeitrgaystem
used to monitor user gaze behaviour, while Se@&i8rcovers
object recognition and extraction through the imteiuse of a
popular foreground / background segmentation algorithat
has been modified to receive input by the eye demeker.
Section 4 gives an insight on the developed tepticgtion
scenario and covers the experimental results theher
reinforce our faith in the correctness of our fraroek.
Finally, Section 5 concludes with a brief synopaisd an
insight on possible improvements and extensions daa be
made to the framework, which will serve as a b&siduture
work.

2 Framework overview

IHCT is a rather young research topic in which agskers try
to envision ways for translating user interactiornithw
multimedia data into sensible and effective anmmtalabels.
These labels or tags are believed to improve traditguof

organization and retrieval services [40]. As thecess of
implicitly tagging data stems from natural intefantwith the

content, which is neither “forced” or driven by ugeersonal
goals and motives, the resulting tags are expeotéd more
general and statistically robust, therefore morables in

contrast to explicit annotation methods, as is udlesd in

[32].

In the remainder of this Section we present thie sihthe art
in current
differentiate our work by thoroughly explaining
psychological framework that inspired it.

2.1 Summary of related work

In the related literature, implicit tagging has begsed for
direct annotation of data (such as images, videb raosic)
with predefined sets of implicit tags (such as effe labels
for describing emotion elicitation) [34] [38], assenent of

explicit tag quality and correctness [1] [15] [33liser
profiling by tracking personal preferences [11] aswhtent
summarization based on implicitly obtained feedbasled
mainly for re-ranking of results [41]. We limit our
documentation of related work to research concgrritre

Weagging of visual content such as images and vida®pshey

are more relevant to our image-oriented approact an
experiments described in this paper, but we engeureaders
to refer to the works of [2] [4] [28] concerning pioal
relevance of textual search results, as well asareh on
implicit characterization of musical scores [29]or fa
complete overview on emerging methodologies coriegrn
IHCT.

Arapakis et al [1] utilized visual analysis of fakcexpressions
as well as other physiological signals (such asagat skin
response, body temperature, heat flux and accetters) for
predicting relevance of video search results tpexific topic,
achieving an accuracy performance of 66.5%.

In addition to affective tagging by utilizing viduand
physiological signals, eye gaze has also beenestuds a
measure of relevance assessment and implicit tgggin
Hajimirza et al [11] extract eye gaze features ckrs
examining a set of images to assign a per-usel ¢téveterest

to each image, which can be utilized for image irmgas well

as for retrieval purposes. More specifically, thehars are
able to extract a level of interest ranging frontn® interest)

to 1 (fully interested) using a fuzzy logic based e inference
system, reporting an accuracy of 53%. The potential
exploiting implicit gaze feedback data for the ilmypgment of
qguery-specific recommendations for movie clips isoa
explored in Vrochidis et al [41]. In their experime using a
content-based video search engine, they recordstl yser
gaze fixation and pupil dilation data using an ésaeking
system in order to generate a set of features dastribes
each video being gazed at. Then, using an SVM ¥Yinar
classifier (relevant/non-relevant), these featwses used to
assess relevance of the video content to a qubgylakter can
then be used to recommend video results to simleries
posed by new users. The reported classificatiomracyg in
their experiments using the full magnitude of tleparted
gaze features averages 85.7%, with a best repcetadt of
95.1%.

Jiao and Pantic [15] experimented with the use aifia
expressions as a means to assess correctness lafitlgxp
annotated tags to a set of images. Their work sedhan the
assumption that users are likely to display cer&imtional
cues (more notably, facial expressions) when coméa with
correct or incorrectly annotated data. Geometratuies are
extracted from facial feature points during the exipent
process and are fed forward to HMM binary classsfi@he
results prove that facial expressions do convegrinition
about user agreement or disagreement regarding
correctness of tags, reporting a per-participargdigtion

the

IHCT methodologies and applications andaccuracy of 72.1%Eventual research utilizing additional
the modalities, more prominently gaze behaviour hiditkgl the

benefits of using more implicit feedback signals dover
those cases in which users do not convey theireaggat or
disagreement via facial expressions alone [38]eymani et
al [34] also experimented with a multimodal appfoao
annotate video data with affective labels utiliziggze data
and electroencephalogram (EEG). In their work, ttefined
ground truth for segments of emotional video chifessified
explicitly via questionnaires under one of threassks for



both arousal (calm, medium,
components (pleasant, neutral, unpleasant). Thenauthors
proceeded with automated generation of tags derfveuh
these sets, via classification of bodily respon3éeeir best
reported accuracy concerning the arousal dimensias
76.4%.

The use of facial expressions as a means of irbpliciVrochidis etal [41]

annotation in comparison to explicit annotationhtéques
was also addressed by T&él et al [38]. In this work the
authors extract Gabor features from video framgsictiag

user facial expressions and use a k-nearest natgllassifier
to generate affective tags in the 3-dimensional temal

space of valence-arousal-dominance. In their emparis, the
authors compare three methods of content annotatiterms
of content-based recommender system
Although the scales were tipped in favour of theliek

annotation approach for recommendation, the autlielts
their approach significantly improved content-basetlieval
performance over generic metadata.

All of the afore-mentioned methodologies in theatiek

scientific literature agree upon the benefits o€THin terms
of robustness and natural integration within therent data
tagging and retrieval pipeline. Some of these wdrilghlight
the importance of fusing different implicit feedbagignals to
improve the quality of the results. Each modalibyttibutes
to the final annotation result as an independerdsmement,
which adds up to the total tally of relevance assemt,
however no clear link is defined between the inijic

aroused) and valence

Study Modality Content Best reported

result
Arapakis et al [1] Facial expressions,Video 66.5%
Physiological Signals
Hajimirza et al [11] Eye gaze Image 53.0%
Eye gaze Video 95.1%
Jiao & Pantic [15] Facial expressions  Image 72.1%
Soleymani et al [34] Eye gaze, pupil Video 76.1%

Table 1. Summary of related work and experimental resultshe
implicit video and image tagging scenarios.

process with an example, the experience of boredambe

performancattributed by an individual to the attendance gesceived

boring event. Likewise the experience of fearjlaited to the
perception of a terrifying threat. Here, “boredoarid “fear”
define experiences of core affect while
“terrifying” are perceived affective qualities oftirauli

attributed as the cause. It becomes clear thatatfextive
quality measures the “Object's” ability to stimelat specific
emotional experience to a participant of an emati@pisode.
Furthermore, different participants may attributenikr

experiences of core affect to different “Objectst,perceive
the same “Object” with contradicting affective gtiak.

The three features described above (change inafteet, the
“Object” and attribution of the former to the laitelefine the
concept of attributed affect. Attributed affect iis, Russell's

obtained feedbacks of the components. A comprebhensiwords, the most important of the concepts derivednfthe

overview of the methods and their results is presknn
Table 1.
Our framework presented in this paper is inspirgdabmore

natural description of how human psychology gemsrat

responses to visual stimuli, by trying to expldie tthanges
detected in core affect experience using gaze rimdtion. In

order to elaborate on how we strive to achieve swthrally

driven annotation scheme, we follow this reporthom current
state of the art with an overview of the psychatadi
framework that inspired our work.

2.2 Psychological Framework

Russell's definition of core affect [26] adopts tho-
dimensional valence-arousal emotional space, anttfised
as the experience of any given psychological stateind,
that can be represented as a tup({g a)inside a circular two

dimensional space. The latter is comprised of asmeaof
valence (the amount of pleasure/displeasure expmik at
any given time) and arousal (the level of activation
preparation for action). On the other hand, a dtisiu
affective quality is defined as a property desaibeterms of
valence and arousal, whose perception may or magltes a
person’s current state (or experience) of corecaffe
Throughout the course of an emotional episode, rexpee of
core affect is prone to change. Any individual jggrant of
such an event will subconsciously attempt to aitebsuch
changes to their perceived causes. Each causeaoehis
linked to a single stimulus selected from a numioér
antecedent events preceding the aforementionedeimde in
core affect experience. The attributed antecedecbrnes the
subject of focus, henceforth referred to as thejéot, using
Russell’'s terms. The “Object” is therefore firmigtablished
as the cause of the whole experience. To clariyatitribution

core affect framework primitives, as it defines ¢iowal
awareness. It is suggested that people will gelyeshift their
attention to stimuli they believe to be somehovkéith to their
current state of mind. Attributed affect is the medute to the
affective quality of the “Object”, unveiling an imdual’s
motivations for liking or displeasure felt toward®rtain
objects and situations.

Our implicit content annotation framework draws
inspiration from the concepts of attribution andgeption of
stimuli affective qualities. We achieve this by ritoring user
behavioural reactions to the viewing of contentnifested
through gaze behaviour and the expression of emotia
facial expressions, in an attempt to discover ksceived
affective quality. Through this reverse-engineeriofy the
process of subconscious attribution, we obtain @prapriate
sentimental tag describing content affective quatis well as
the “Object”, perceived by the user as the cause
stimulating that state of emotion/response. Basadthe
assumption that the cognitive processes were tégigey the
perception of the “Object's” affective quality, wan predict
possible reactions of a particular user to similantent and
proceed with direct annotation of content that flealsto be
viewed by that individual (as an example, we caedfmt an
arachnophobic’s tendencies to tag every image tiegia
spider as “scary” by monitoring that individual'saction at
the sight of a spider being depicted in a singlage).

2.3 Contributions of this work

All of the aforementioned research works on IHCpor on
the potential that this young research topic yielowards
generating a care-free data annotation schemedthats its
strengths upon the robustness and generality cdicheal tags
themselves. However, none of the reported statthefart

“boring” dan

its



methods concern themselves with a very simplergpbrtant
question: “Why does this piece of data make metfezivay | -
do?” It is our firm belief that establishing metisotb obtain
an answer to this question can open up new andirgxci
opportunities towards a number of open researchisfie
closely partnered with IHCT, such as recommendatiol
services and content-based image retrieval (CBIR).
The novelty of our proposal lies with the actualemse
engineering of the cognitive processes that driver o
subconscious need to attribute our current statmioél to a
perceived cause. ldentifying the “Object” within &nage
provides a means to obtain the actual query befmmhits
affective quality used to generate an approprieveppletely
personalized affective tag. Summarizing our thosigbta list
of potential advantages opened up by the concegitratbuted
affect, the proposed framework can be utilized tnga
certain number of advantages over the relatedatitee Fig. 1 Block diagram of the proposed framework
surrounding the IHCT problem:
1. As users are more likely to exhibit similar reanto
when perceiving the affective quality of a certainprocess, while relying on cost-efficient, yet aatar and
stimulus already identified by a past experiencereliable behavioural analyzers utilizable by therage user.
automatic annotation of large portions of an imagdn the remainder of this Section we elaborate oe th
database is possible by allowing users to browsk anmplementation specifics of each module contritgitio the
look at only a limited number of images. We alreadyfinal framework application.
touched on this subject with our previous examgplaro
arachnophobic's unpleasant encounter with an imag8.1 Overall framework architecture
depicting a spider. This antecedent can lead to all
images of spiders within a database to be annoed From the previous Sections it has been made chesrthe
“unpleasant” for this particular user. framework relies on user focus of attention in caration
2. Retrieval and recommendations can be made readilyith affective response to generate the implicioéanal tag
available through the annotation of the specifigtigi.  and infer the "Object" to which it is attached Application-
Returning to our example, relevant results during awise, this structure requires implicit user inpbtained from
content search would consider the “unpleasantness” a sensor monitoring user activity during image tsiog.
spiders and rank all related images with loweregan  Similar to the works of [2] [15] [33] and [38] wéiase facial
an attempt to avoid a negative interaction of ygem  expression analysis as our main means to deteet aftect
with the particular user. experience during the interaction with the contéso, we
3. Annotation is based on user personal experienc&hwh employ the use of a gaze tracking system to deterraser
further addresses culture-dependent annotatiorlggnsb  focus of attention. These input signals (user fast@ression
What may register as “funny” in one culture coulel b and eye gaze) are processed to generate an appeopri
considered offensive to another. Our frameworkaffective tag as well as a gaze location on theestr The
addresses these issues, as annotations are madeger |atter is fed forward to a quasi-novel approachidentifying
by each individual, the cause for each tag prefaen the “Object” from the acquired gaze data via image
stored within the concept of the “Object”. segmentation. Once the "Object" is extracted, attsbuted
4. Our description of the proposed framework is gelnerawith the affective quality corresponding to the eafive
and therefore open for experimentation with a nunabe response recognized earlier. The eventual affectag
methodologies and hardware components alreadiherefore refers to the specified "Object", ratliean the
proposed in the related literature. This ensures ageneral content of the image as a whole. A bloeg@im of
unprecedented scalability of our approach in teahs the framework approach and different modules cosimgithe
cost, accuracy and real-time performance of theleveloped application is shown in Figure 1.
employed IHCT application.

Y
"
"

3.2 Affect recognition module

3 From theory to practice Affect recognition is an enormous research fieldtsown
respect, with a plethora of methods and applicatibaving
The premise of how the proposed framework incluttes  been developed towards accurate and reliable asalfsiser
implicit affective tags into the data tagging aedrieval loop  affective state. Thoroughly reporting upon theestait the art
closely resembles the description of attribution time in this research field is beyond the scope of fiaper, we
psychological background presented in Section 2. Ailnstead encourage interested readers to refer 4p fp¥ a
application was then built to realize the framewa& an summary of recent developments. The following paaly
actual piece of software addressing IHCT requirdmevith  clarifies implementation choices and details bettimal affect
an emphasis on modern and portable hardware sadut@ur  recognition module developed for obtaining useredffe
development goals were twofold: design a novel fovk  response within our application framework.
that would simulate the reverse-engineering ofatiféution Common in most facial expression analysis methagletofor



decoding visual information into sensible datahis work of
Ekman & Friesen [10] concerning the Facial Actioad@g
System (FACS). Basically,
anatomically possible facial expression into adfeto called
Action Units (AUs) that describe the movement afiuidual
facial muscles during the display of a specific idhc
expression. Different combinations of AUs produdedent
facial expressions. Detection of muscle group dispinent is
possible by identifying a number of facial featyp@nts and
tracking their location during the display of arpeession. A
number of different approaches have been propasetthd
scientific literature for locating such landmarkgth Viola-
Jones cascade classifier detectors [39], Activep&hand
Appearance models [7] [8] and model tracking apphnea
[37] being among the fastest and most popular isoist In
fact, most of these algorithms have been develdpethe
point of maturity, which has allowed their integoat into a
number of robust software libraries such as Opeh@wd
asmlibrary.

3.2.1 Method

For our framework application, we handled the id&attion
and tracking of facial feature points by first deieg the
user's face and then localizing a set of key fdeiatures. To
this end, we used a Viola-Jones classifier cas¢a#p for
face detection, and an Active Shape Model (ASMiinfit
algorithm for landmark tracking. An ASM is a stétial
model developed by Cootes and Taylor [7], descgitiine
shape of an object. It is capable of deformingyrier to fit to
a new instance of the object presented in an infageas is
the case here, a camera frame). The ASM algorities to

FACS deconstructs ever

- |
Fig. 2  Facial landmarks tracked for AU activation idertfiion,
showcased on an image example of the IR Marksdatabase [45].

single quadrant. Further works of Yik [42] and ‘akal [43]

provide a useful insight by splitting the core affeircular

space into 12 segments, each one associated wstt af

sentiment tags falling under the same category.

To the best of our knowledge, a direct and geneegproved
mapping function of AUs to core affect tuples has tp be

adopted by the scientific community. In fact, psyldgical

literature is rich and diverse with opinions andjuaments
about the nature of emotion, and its relation taiala
expression display is an open subject of discusdiorthis

work we try to follow some of the more generallycegted

hypotheses, both within the psychologist and affect

match the trained model (basically, a set of point§omputing expert literature, with respect to thﬁﬂmat_these
representing the shape of an object) to a new infage hypotheses may be challenged by researchers simgpart

iterating over the following steps:

different mapping concept.

a) Re-locate the model points to better found location Our initial mapping efforts stem from the worksSrhith and

close to the original fit of the model to the image

Scott [31] as well as Simon et al [30]. The latpgovides

b) Update the model's parameters to better match th&€an ratings of valence and arousal levels correfipg to

relocated points.

Through the ASM fitting procedure, the location esich of
the feature points is extracted via its correspogdandmark
in the model's shape. The method is highlightedrigure 2.
The set of identified AUs includes the inner broaiser
(AU1), outer brow raiser (AU2), brow lower (AU4)ipl
corner puller (AU12), lip corner depressor (AUl%)dgaw
drop (AU26).

3.2.2 Mapping Action Units to core affect space

The extracted AUs describe the affective responsimgl the
currently experienced emotional episode (reminisagna
familiar emotion class, like for example “Fear”) darare
therefore linked to an affective term defined irecaffect
space. This latter term, is the actual tag useantwtate the
data. Martinez Bedard’s study [20] makes a cleatirtition
between the quadrants of core affect circular spataing
that certain clusters of properties, including &hctues
provided by corrugator and zygomatic muscles, respey

facial expressions posed by both male and femalersaac
Intensity of the measurements ranges from -4 tdot4oth
core affect dimensions.
combinations based on Ekman’'s prototypical
representation and actual observations of AU atitina
whenever an expression is displayed by an actois Th
valence-arousal mapping to AU activation during taier
facial expressions is shown in Table 2. Followingimilar
simplified analysis scheme as in [35] [15] and [38Lr

mapping scheme is composed by monitoring landmarks

tracking AU displacement in the mouth and brow srefathe
face. Our conclusions are further supported bypiglished
works of Huang [12], concerning emotion recognitioia
ASM fitting, as well as the work of Lim & Aylett H], where
valence and arousal components are mapped to namah
eyebrow movements of a cartoon face.

3.2.3 Implementation details

We modeled the shape of the human face displayiragyang

controlling the brow and mouth area AUs previouslySet of emotional facial expressions using the G&tpiacial

extracted, are associated with affective termfalvithin a

1
2

http://opencv.org/
https://code.google.com/p/asmlibrary/

landmarks defined in [9] and shown in Figure 3. Thedel
was trained on 161 manually annotated frontal fiac@ges
obtained from various sources [22] [21] [14] [1€ur AU
identification scheme closely resembles that of,[8Bd is

Expressions are coded by AU
emotion



Facial Expression Corresponding Mean Mean arousal T o5 8 T e a Z 3 g
. . . = c ®
Action Units valence  estimate 5 £ ¢ 5 8 - 8 - £ 2 ¢ E
estimate v © a 2 2% w @ E = 5 T
Happiness 6+12 +2.990 +2.140 excited [ 0.03 | 043 | 038 | 0.08 | 002 | 0.03 |0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.03
Anger 4+7+23 -1.685 +1.240 elated | 0.01 | 021 | 0.62 [ 0.09 | 0.03 | 0.03 |0.01 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00
Fear 1+4+5+25 -2.215 +1.475 satisfied | 001 | 0.17 [ 031 | 018 | 0.11 | 0.16 |0.04 | 0.00 | 0.00 | 001 | 001 | 0.00
Surprise 1+2+26 -0.010 +1.515
relaxed | 0.02 | 0.13 022 | 0.09 | 0.08 | 0.38 |0.05 | 0.01 | 0.01 | 0.01 | 0.00 | 0.00
Sadness 1+4+15 -2.190 -0.605
Neutral _ +O 025 _1 205 serene | 0.01 0.06 | 0.13 | 0.07 0.08 | 044 | 0.15 0.04 | 0.02 0.00 | 0.00 | 0.00

Table 2. Estimated Valence-Arousal mapping to AU activation
during posed display of certain facial expressi@morted in [30]. In
bold are the AUs actually identified by our affeetognition module.  siuggish | 004 | 004 | 012 | 005 | 0.06 | 0.41 |0.08 | 0.05 | 013 | 001 | 0.00 | 0.00

still | 0.00 [ 0.02 | 0.09 [ 0.06 | 0.06 | 0.44 (0.07 | 0.06 | 0.12 | 0.01 | 0.00 | 0.07

sad | 0.00 [ 005 | 0.21 [ 0.11 | 0.06 | 0.22 [0.09 | 0.10 | 0.15 | 0.01 | 0.00 | 0.00

unhappy 0.00 [ 0.11 | 0.26 | 008 | 0.05 | 0.16 | 0.06 | 0.06 [ 0.18 | 0.04 | 0.00 ( 0.00

irritated | 002 | 0.06 | 0.07 | 0.06 | 0.06 | 0.14 [0.03 ( 002 | 0.28 | 022 | 0.02 | 0.02

enraged | 004 | 0.06 | 0.05 | 0.06 | 0.06 | 0.12 |0.02 | 0.03 | 0.16 | 029 [ 0.07 | 0.05

awed [ 0.05 [ 0.01 | 0,09 [ 002 | 0.02 | 0.05 |0.03 | 0.03 | 0.07 | 0.01 | 0.00 [ 0.61

Table 3. Confusion matrix for the affect recognition moduldote
how most of the affective terms are accurately gdawithin the
neighboring segments of the core affect circulacspgreen band).

where:

a, = AUL+ AU2+ AU4+ AUL2+ AU26 ()

Fig. 3 The 68-point landmark annottibn scheme used &mitrg

the Active Shape Model Each valence-arousal pair is then placed within afrie 12
core affect segments mentioned in [43], each osecited

) ) ) with an eventual affective tag. Out of these tdiyg reveal
achieved by measuring the distance of each seldetdre pleasantness in perception with varying levels ofusal
point to the fictional line connecting the innereegorners,

henceforth referred to as the eye line. This detais also (serene, relaxea, satisfiea, elatea, and excifed). Another
measured for each feature point during the dispiya five labels correspond to negative feedback, akspeddent

neutral, unemotional expression, obtained in atfineffstep  on the current level of the arousal valusluggish, sad,
using a single frame depicting the user in an uniemal - .
state, providing a means to identify if and wheohemuscle unhappy, irritated and énragec). The remaining two labels
group has been activated. The furthest away therfe@oint ~ conveying no strong valence-related informatiortheiin the
moves from the eye line in relation to its origifmdation, the ~Positive or negative direction, accounted for hjgattivated

greater the magnitude of the AU effect on the tesyifacial  (awed) and neutral §fi/)) feedback. These groups form the 4

expression. _ _ _ kinds of affective feedback classes used for erpamtal
Most of the AUs present in Table 2 (with the exeapof 26)  \ 5jidation of our framework.

come in pairs, and therefore, both left and righirgerparts
have to be considered when calculating AU intensitly 3.2.4 Validation
valence-arousal pair values are normalized indige[1, 1]
numerical space. Through an analysis of the repuétsented
in the aforementioned literature, we estimate tldence
component through AUs 4, 12 and 15, according ® th
following equation:

v=AU12-

We put the accuracy of our affect recognition media the
test by asking users to pose facial expressiongsponding
to the 12 core affect segment descriptions of [48¢ording
the affective tag output of the module for each egos
expression. The affect recognition module generaas
affective term in real time. As can be seen in ¢bafusion
matrix shown in Table 3, neighboring affective terin the
core affect circle are confused with one anothexintaining
consistency within the core affect categories agfin the
previous Section (positive, negative, aroused aedtral
feedback), which validates the effectiveness ofajygroach.

AU15+ AU4
(PSR
Meanwhile, the arousal component gradually risesnfiits
low starting neutral level (which is normalized-@130125) as
the intensity estimates for AUs 1, 2, 4, 12 ands&adily
increase, as is described in the following equation

a- 1.30125%— (AU15+0.30125 @



3.3 Gaze tracking module

Facing the challenge of developing highly accueatd cost-
efficient analyzers utilizable by the average usey,decided
to conform our gaze tracking system with the sgnsmput
already deemed sufficient for our affect recogmitimodule.
Commercially available, high precision gaze-tragkaystems

such as Tobfl, SMI* and EyeTech, were therefore not

considered as candidates for integration. Insteadjmage
processing-based approach that makes use of & siaglera
was followed for performing gaze-tracking in thisnk.

3.3.1 Method

Most traditional
systems rely on the detection of distinct faciat@ees, such
as the eye corners or the pupils. Localizationughsfeatures
has already been addressed in our affect recognitiodule
described in the previous paragraph.

image processing-based gaze-tnacki

Fig. 4 Gaze-tracking framework setup and calibration pidoce.

the known value§Xright Xt Yiop » Yootom ) defined in Figure 4.

Each of thes€O reinforce robustness of our gaze tracking madule

aforementioned approaches estimates a consequemt g#&Xploited the information from the eight aforementd

vector by either incorporating geometrical modefs tle
human eye [13][24][6][17] or by using mapping fuoais for
relating gaze parameters to screen coordinates T#g] latter
methods usually require user-specific data to bleaded via
an off-line calibration procedure.

Our gaze tracking module utilizes the ASM to lopaluseful
features around the user's eye areas, such aydheomers.
These eye areas are processed in order to extragbupil
centre. We adopt the method of [45] to extract zedacation
on the screen. More specifically, we employ linezD
mapping of eye corner-to-pupil centre vectors
corresponding pair of screen coordinates, a prodkas
requires an off-line calibration procedure to befened per
subject, prior to the use of the tracker.

3.3.2 Tracker calibration

This procedure constitutes the association of egmer

E(x.v) to pupil centreP (z.v) vectors for each eye to a

set of known screen coordinates (called calibrapomts)
being successively displayed on the screen. We aisethl of
eight calibration points placed diametrically ore tecreen
boundaries, as is shown in Figure 4. Once calibmatif the
gaze tracker is complete, estimating the gaze painthe
screen follows the practice of [45] through a lineapping
of coordinates between the camera frame image gladdhe
screen.

More specifically, for each eye an eye corner tpilpcentre

vectorU i(li Wi ) I e [1'8], is stored for each of the eight

calibration points that correspond to the eightexfeentioned

screen boundary Iocatiof}sf;(xi’yi). In the latter notation,

the coordinates(x’ y)
plane. In [45], only two calibration points are wégd for the
definition of the mapping function, namely the \eduof

variables(%right et Y o 2V botom ) , Which correspond to

3
4

http://www.tobii.com/
http://www.smivision.com/en.html
https://www.eyetechds.com/
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to a

calibration points to estimate these values, afegcribed in
the following equations:

_ Xt Xat Xe
Kieft =
3 @)
Xot Xst
lright = . > ZS
3 ()
Wt
Vi = 1TV tVWs
3 (6)
Voty,+vy
'//borlom = . 34 L

(1)
3.3.3 Implementation details

For the development of our gaze tracking modulech@se a
combination of fast and reliable methods reportedthe
previously mentioned related literature, looking take
advantage of the ASM landmark features already eyeql
for facial expression analysis in the affect redtign module.
As previously noted, we utilize these landmarksisolate
regions of interest in the camera frame that cantae eye
areas. These regions are used to localize the paptte, by
applying an adaptive thresholding technique, siryilto the
well-known Otsu histogram shape-based image thtesiyp
algorithm [23]. This technique iteratively applieereasing
threshold values to the gray scale converted imafjdse eye
areas, producing binary images in an attempt tonsag the
darker pupils from the lighter-toned background(sclera).
The pupil center is then located by calculating thedium
point P(y,w) of the collection of points making up the

extracted pupil object's contour. In this particuiatation, the
coordinates(y,) refer to the camera frame image plane.

refer to the computer screen imagethe overall pupil center tracking process is iliatd in

Figure 5.

With the pupil centre point known, and eye corneatfire
points localized via the ASM, we proceed with tlséireation
of the gaze location on the screen. Utilizing thioimation
obtained in the calibration step, the eventualdimeapping of

an arbitrary eye corner to pupil centre vecvopf W) to a
corresponding gaze point location on the

AXY) conforms to the following equations:

screen



(a) (0] (c)
Bl T [
(d) (e] (f

Fig. 5
thresholding. a) The original image of the eye @nwerted to
greyscale. b) The grayscale image is eroded. cg&sing thresholds
are applied in an iterative fashion to segmentdheker pupil area
from the background. d) The extracted object’s @onis found. €)
The median of the extracted object is calculate@hg latter point is
returned as the iris center.

X=X
X= Ker + = “(Xiight = Xiert) ®)
Xright — Xleft
V=W
y= ytop + L. (ybouom_ ylop) (9)
bottom ™ ¥top

Acquiring a gaze point\(X,Y)for each of the subject's two

eyes, the final gaze point position on the scresecomputed
by calculating the average of the coordinates es¢htwo
points.

3.3.4 Validation

We are not aware of any universally acclaimed nebtfoy
measuring gaze tracker accuracy. Therefore, in rotde
validate our gaze tracker performance we defined
significantly challenging experiment that can besilga
reproduced and takes both spatial accuracy and oeinp
coherence of the tracker into account. More spelfi we
asked users to follow with their eye gaze a redleir
traversing a circular trajectory. The distancehsf tiser's head
was maintained at 65cm from the screen, while #uius of
the red circle was set to 0.7cm. The circular ti@ey radius

Iris center detection process via automatic adeptiv

an interactive image segmentation system interfdes
allows users to designate specific foreground aakdground
seeds by fixating their eye gaze on certain imagations.
Their experimental results confirm that eye gaZerination
can effectively and tirelessly substitute expligitouse
interaction.

In order to keep the affective tagging and retiigaracedure
as less intrusive as possible, several of the afentioned
interface options would have to be simplified. Téweplicit
designation of foreground and background seeds tnrigk
taking up more time than the annotation procedtselfj
shifting the user’'s focus towards achieving a plaas
segmentation of the object, instead of actuall\elialy the
latter with an appropriate affective tag. Furtherepsuch an
elaborate procedure suffers the risk of tamperinth whe
actual affective
frustrated during the segmentation process). Idealle
believe the user should just look at the objectideg in the
image, and the underlying segmentation procedumilgh
take over the rest.

3.4.1 Method

As discussed in the previous paragraph, gaze pstithation
serves as a sort of a visual mouse pointer beingerdron
screen by user eye gaze. When this intuitive mposster is
found to intersect one of the images displayed,egidét of

Interest (ROI) can be automatically generated around that

pointer, encapsulating a portion of the image willeeeuser is
assumed to focus his/her attention on. The “Objectthen

extracted by segmenting foreground-background pdetha
using the GrabCut algorithm.

&rabCut [25] is an interactive foreground objectrastion

algorithm that demonstrates exceptional extractjoality on

complex background environment depictions, whilguigng

minimal user effort on its behalf. A simple implema&tion of

the algorithm is documented in [36]. In its simpl&Esm, the

algorithm requires of the user to simply specify area
around the foreground object of interest. In thgoathm'’s

initial run, image pixels located outside this eegular area

response (users may for exampleée ge

was set to 13.5cm, and was fully traversed in 303&® are marked as certain background pixels, forming a
tracker's accuracy was defined as the mean gazée angackground class. Pixels located inside this areasianilarly
deviation Corresponding to the distance of themestt:d gaze assigned as certain foreground pixe|s_ The a|gurmh|en re-
point to the red circle centre. In this way the memgular  assigns foreground pixels according to Gaussiantuvix
error was calculated at 0.83 degrees. We performed Models (GMMs) constructed in the previous step im a
comparative study with the work of [45], which wsed as a jterative ~ fashion, until the foreground/background
benchmark, as it is the closest related single tangaze classification converges. Depending on the level of
tracking scheme to our own. As this benchmark methosegmentation quality required, recent modified ioers of the

reports a mean angular error of 1.4 degrees, wertasar
tracker's efficiency.

3.4 “Object” extraction module

classic GrabCut segmentation scheme [5] have ingorov
segmentation accuracy.

3.4.2 Validation

One of the major contributions of this work is the|n order to validate our "Object" extraction moduke used a

identification of the emotion eliciting “Object” atained
within the image, deemed capable to inspire ceffiaings
as it's being gazed at by a user-annotator. Sineeave
interested in specific object extraction, segméorat
algorithms enter the equation. The proposed framiéao

Bag of Features pipeline [16] to classify each segped
“Object” image to its corresponding class. The akimage
database we used for the experiments was collécteduse,
and is comprised of the most frequently-appearirgginatt
image categories returned by Google Images onratseath

approach to image segmentation provides a simpkt anrhe keyword “Paris”. This database, which will heriorward

effective segmentation scheme for rapid foregroobgect
extraction using eye gaze as input. We are awage ifigle
related effort, namely Sadeghi et al [27]. This kvpresents

be referred to as thearis database, consists of a total of 1125

images, depicting several of the French capitabstfiamous
landmarks, namely the Eiffel Tower, the Notre-Dasharch,
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Fig. 6 Image-specific and overall foreground image clasation
rates for multi-image case experiment. Image lesponded to the
'Eiffel Tower' class, Image 2 to the '‘Notre Damass, Image 3 to the
'Celebrity' class, Image 4 to the 'Arc de Triomplotass and finally
Image 5 corresponded to the 'Louvre Museum' class.

the Louvre and the Arc de Triomphe, as well as ®sag The application

depicting photographs of persons apparently shanagame

Fig. 7 Screenshot of the application in the multiple imdggplay
case. The white circle indicates gaze location.

4.1 Implementation details

interface implementing our proposed
framework was developed in the C++ programming Uzigg,

name. Users were shown 5 images, each of a separaflizing the computer vision resources mentionedier in

category, and were told to look the images.

Section 3.2. The application test environment wagalled on

An "Object” image is basically an alpha matte imagea 3.30 GHz Intel Core i5-2500K desktop computehveit24

depicting only the foreground segmentation resudlttie
GrabCut algorithm. The image is obtained after ar ugs
visited the image with his/her gaze. SURF descript@]
were used for image feature extraction. A RadiakiBa
Function Support Vector Machine (SVM), trained gsie

inch Samsung SyncMaster 2494 display and a Unitifa@:|
1.2 fire wire webcam mounted on top. Display resofu of
the display was set to 1280x768 pixels, while insagel of
which originated from theParis database, on display were
forced to a maximum of 200 pixels per dimension,

complete “Paris” database, was used for the eventugaintaining aspect ratio. Webcam resolution was tset

classification of foreground images. Approximat&§% of
the foreground images produced were actually uséle
classification. As can be seen from the experimemsults
presented in Figure 6, the overall classificatiacusacy of
the foreground objects approximately reaches 76%.

4 Test Scenario

The test scenario devised to put our frameworkiegfbn to

the test touches on two of the categories of IHBflieations

mentioned in [32]. First, we address the directodation of

images with automatically generated affective t&gzondly,
we examine the assessment of topical relevancehef
displayed content with the concept it's being lidkéo.

Through this scenario we also attempted to simwdatatural
process of content search. Users were told to teaerds the
results returned by a hypothetical search engimesponse to
the query keyword "Paris". Content depicted in timages
being gazed at would instantly be annotated with ohthe

twelve representative affective labels mentionefdaj.

The experiment was divided into two discrete stéjps,first

one concerning the display of a single, random enafythe

database. In the second step, each user was shwen

640x480 pixels with an output stream of 15 Frames p
Second (FPS). A total of 15 healthy individuals,ri8le and
2 female aged between their early 20s to mid 30€xaert
computer users with average to non-existent expegief use
of remote eye tracking systems volunteered assiggjects.
All subjects were shown a tutorial video of appmately 3
minutes length, and received thorough instructionsusing
the application interface and the aim of the teshario. The
users were first instructed by the application teply a
neutral facial expression as explained in Secti@33 Then,
they were able to proceed with calibration of tlye &acker,
as mentioned in Section 3.3.2. Both steps werdaginm both
cases. After neutral face pose was captured, aitaitodl

t showcasing current core affect as a point inside affect
circular space was made visible to the users. Afddibration
of the eye tracker, gaze point location on theestr@ppeared
as a hollow circle with a radius of 30 pixels.

5 Resultsand discussion
5.1 Results

fwe accumulated our experimental results by comgattie

randomly selected images of thféaris database contained automated IHCT framework appl|cat|0n classificatimsults

within a single screen, each one corresponding distnct
category of the ones defined within tRaris database. A
screenshot is shown in Figure 7. When subjectslaedad an
experimental run, they were asked to explicitly eass
appropriate tags for the images they looked athgutshe
aforementioned twelve affective terms. This lagipstvas
included to generate ground truth for assessmenthef
automated IHCT application results.

to the explicitly obtained ground truth. We categed the
affective terms of [43] into the 4 classes repréagmositive,
negative, activated and neutral feedback, as destrin
Section3.2.3. The eventual results concern ourfole-goal
in addressing the IHCT application topics. The nghage
case results shown in Figure 8, concern the assessof
topical relevance of the depicted content to thgwied
"Paris". Our framework is shown to achieve an apipnate
80% correct classification rate into one of therfmentioned
categories. More specifically it is shown that ofithe 15
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rates for multi-image case experiment.

explicitly designated relevance feedback clasdifics, our
application managed to correctly classify 12 nohsaer
reactions to the intended feedback class.

Figure 9 showcases the affective feedback claatific

results into the 4 affective feedback categorigsttie multi-

image display case. As can be seen, the meanfidaten

rate with respect to the ground truth suffers apraxmate
10% loss to the single image case. Overall our IH@Eline

performance achieved an approximate 70% correectft

feedback assessment of tags in the multi-imageasicecase.

5.2 Discussion

We find the experimental results extremely encoug@gas
they are comparable to the results reported in rdiated
literature as summarized in Section 2.1, but weverdver
attained in a much more efficient test environmeuith

respect to cost and overall complexity.

To showcase the strength of our framework, we camlie
results of these experiments with the "Object" aotibn
module classification rates reported at 76% baclSéation
3.4.2. A closer look on Figure 6 indicates that tistinct
‘Celebrity' category foreground images were 100%ectly

classified, whereas all the other categories béhgngo

buildings containing similar feature patches (sashthe blue
sky for example) were sometimes confused. An istarg
fact for discussion stems from the ground truth.erghall
users associated the 'Paris' keyword with most@building
categories while dismissing the 'Celebrity’ catggas
irrelevant. As can be seen by closely examiningufeg9,
approximately 73% automated feedback classificatfon the

'Celebrity’ category would correctly associate thptire
category of images with negative tags as an inidicadf
topical relevance to the keyword. Therefore, aneamndr to
recommend future results to the same query coubidathe
entire class of 'Celebrity’ images altogether. Thigspecially
interesting, as most users reported they associdted
keyword with the French capital, rather than a @ers

In Figure 9, we note a significant drop of classifion rates
as subjects rated images depicting Arc de Triomphd
Louvre Objects as mostly indifferent to the queny the
ground truth. This, along with the fact that manfy tbe
images undergone segmentation proved to be unkitab
"Object" classification, as users did not spend Imtime
gazing at theses images, may attribute to the lassification
rates for these specific images which did influettee final
mean classification results. Furthermore, the nitgj@f the
test participants reported they rarely display rclesible
facial signs of approval (such as a smile or a)giiring the
viewing of keyword-related content, lest it be ddesed
either funny or cute. Most subjects went on repgrtiowever
on the certainty of displaying clear signs of dapal
whenever encountering displeasing, irrelevant, ossibly
offensive depictions of unpleasant content. Emation
displays corresponding to high arousal states @ugprise)
were also deemed to be more likely to occur thaty no
considering the intensity of the surprising, exuati or
shocking quality associated with the image contdstsuch,
other means of extracting user affective respongeldc
complement, or substitute facial expression anslyend
possibly generate more promising results. Thissatgect for
further research.

Also, of particular interest were the results ermagdrom this
study showing images depicting multiple “Objectgd | to
classification results depending on the user’s nétie
behaviour. In one such example, a user who actlcdked at
the vague shape of a distant Eiffel Tower in thekgeound of
an image clearly taken of the Arc de Triomphe, altyu
associated his affective response with all imagagtaining
the Eiffel Tower. Such results reinforce our claon the
potential our framework has for application in a@orit
retrieval and recommendation scenarios.

6 Conclusions

In this paper, we introduced a framework for impliluman-
centered tagging inspired by the concept of attethaffect,
focusing more on the cognitive process that leardghe
association of an affective label with a certairbf€xt” that is
present in the scene. We have argued that revaggeezring
this process into a data tagging pipeline thaizesl affect
recognition and gaze tracking modules, can attaturate
direct tagging and topical relevance results. Alb® extra
information on the “Object” itself can open up new
opportunities in the partnered fields of recomméiodiaand
content based retrieval. Our theory has been puhbeotest
through an integrated IHCT application built arodad-cost
yet accurate behavioural analyzers, showcasingthtential
of our proposed annotation scheme.

Further research work related to this frameworKudes a

comparative study between approaches reported @ th

scientific IHCT literature as well as putting oypotheses on
the benefits gained by using our framework



recommendation and CBIR use case scenarios. Imetbygect,
we have every reason to believe our framework eavesas a
basis for combining some of the more sophisticatéfdct
recognition and gaze tracking applications proposedhe
related literature (such as the acquisition of pHggical
signals) and speculate on the potential contributio an
increased accuracy in direct annotation scenarios.
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