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ABSTRACT

In this paper, a novel method for stereo videos disparity esti-
mation is proposed. Temporal consistency in the disparity and
color spaces of the video are combined to enhance the dispar-
ity estimation algorithm. Outlier detection along the temporal
dimension in the color space is used to find areas where dis-
parity can be temporally enhanced from previous and future
frames. Moreover, a forward-backward approach is utilized
for consistency checking and error correction in cases of fast
motion in the video, which usually introduce disparity arti-
facts. The method can work in real-time even in the hard case
of high definition (HD) videos. Experimental results prove
that the proposed approach outperforms state of the art meth-
ods in a publicly available dataset.

Index Terms— Spatiotemporal disparity, stereo match-
ing, disparity temporal consistency

1. INTRODUCTION

Disparity estimation from stereo pair cameras is a very old re-
search field dating back to 1838 when Sir Charles Wheatstone
first described the principles of stereopsis [1]. Since then, a
large amount of research effort has been invested in diverse
research fields to better understand the notion of stereo dis-
parity and the potential applications of stereopsis. Nowadays,
with the advent of 3DTV and 3D movie technologies, stereo
disparity estimation has become a hot topic in the computer
vision research community with the main goal of achiving
better stereo disparity estimation from stereo camera pairs.
There has been a significant research effort in the last years to-
wards stereo disparity estimation from image pairs with more
than 150 published works competing in the Middlebury stereo
evaluation site [2]. However, in the case of stereo video dis-
parity estimation in a non frame-by-frame approach the work
presented so far is significant less.

In the case of stereo image pairs we can categorize the
existing methods in local and global ones. While local [3]-
[5] methods try to calculate a dense disparity mapping by as-
suming that within a certain spatial window the disparity is
constant, global ones [6]-[9] are minimizing a global function

with respect to a disparity assignment. Both approaches have
their merits with global based ones being more accurate in
details and more robust to textureless areas, while local based
methods being less accurate but much more faster and suit-
able for real-time applications. A recent survey in disparity
estimation methods can be found in [10].

Although a vast amount of research effort has been in-
vested in calculating the disparity between image pairs, only
few works have reported results in video disparity estimation,
while making use of the temporal dimension of the video. The
term spatiotemporal or spacetime stereo matching was first
introduced in [11] and [12] and account for the stereo match-
ing algorithms that use the temporal dimension of a stereo
video to estimate the disparity of each frame. In these pa-
pers, the authors proposed a spatiotemporal support window
to calculate the disparities for one frame. In [13], the dif-
ference between two consecutive disparity frames was taken
into account to enforce temporal consistency. These rather old
works, were mostly used either in the case of still videos or
in ones with very little motion and consequently do not work
well in the case of greater amount of motion within a scene.
To cope with this problem, [14] and [15] used the optical flow
to enhance the disparity estimation. However, these methods
by incorporating the optical flow to the disparity estimation
process have to deal with a much more complicated problem
that has implications to speed and accuracy of the final out-
put. Some recent works have successfully implemented local
methods and incorporated the temporal dimension to enforce
temporal consistency of the disparity. In [16], Richardt et al.
used the method in [5] and also a fast approximation of the
bilateral filter to aggregate the costs in the spatiotempral do-
main. Finally, in [17] the authors proposed a three-pass ag-
gregation process and the use of information permeability for
stereo matching, where multiple images are used to calculate
the disparity of each frame. By doing so, they do not need to
estimate the motion within the frames.

In this paper, we propose a novel approach that takes into
account a temporal window to calculate the disparity and en-
force its temporal consistency for those pixels where the color
remains within a certain distribution. The novelty of the ap-



proach, is that by using an outlier detection method along the
temporal dimension in the color space we can correct mo-
tion based errors that are induced in simple disparity post
processing techniques. By doing so, we provide a real-time
spatiotemporal stereo matching technique that can also be ap-
plied to high definition images. More specifically, we first
calculate the outliers, based on the color information, within
a temporal frame for each pixel and therefore a median fil-
ter is applied to the disparity values of the remaining pixels.
That way, disparity temporal consistency is enforced in those
areas where the color do not have hard/adrupt changes (as is
the case of edges).

The rest of the paper is organized as follows: the pro-
posed method is outlined in Section 2. In Section 3, the spa-
tiotemporal disparity estimation framework is detailed and in
Section 4 experiments are illustrated. Finally, in Section 5
conclusions are drawn.

2. PROPOSED METHOD

Our method aims at finding temporal outliers in the color
space, thus it calculates the median of the disparity values
for the inliers that are found using the Grubbs test [18]. We
apply this method to each color channel and a pixel is con-
sidered an inlier, if and only if it is in every color channel
that we apply the Grubbs test. In case where the pixel is an
outlier in any of the color channels it is considered an outlier.
More specifically, let us suppose that I(x, y, c, t) is the value
of a pixel in position (x, y), in the c color channel at time t.
Moreover, let r,g and b are the vectors which contain the val-
ues of I(x, y, c, t) for all t in a certain predefined temporal
window of size N for each color channel c, respectively. To
decide if a pixel is an outlier we do the following:

• we calculate the vector mean as r̄, ḡ and b̄ as well as
their standard deviations σr, σg and σb,

• for each element of these vectors we calculate the ab-
solute deviation from the mean as δri = |ri − r̄|, δgi =
|gi − ḡ| and δbi = |bi − b̄| (where ri (resp. gi and bi) is
the i-th element of vector r (resp. g and b) ),

• finally, we decide whether to keep an element if δri ≤
τσr, δgi ≤ τσb and δbi ≤ τσb are all valid for the same
i, where τ the Grubbs statistic calculated as:

τ =

N − 1 ·
√(

τ2α
2N ,(N−2)

)
√
N ·

(
N − 2 + τ2α

2N ,(N−2)

) , (1)

where τ α
2N ,(N−2) denote the upper critical value of the

t-distribution with N-2 degrees of freedom and signif-
icance level of α

2N and α the significant level for the
rejection of the hypothesis of no outlier.

Once we have calculated the set of inlier pixels in the
color space throughout the temporal dimension, we create
a vector d containing the respective disparities for the spe-
cific temporal window as calculated using the Semi-Global
Block Matching (SGBM) algorithm in [19]. Finally, to en-
hance robustness towards motion, a forwards-backwards ap-
proach is used. That is, in order to calculate the disparity at
pixel (x, y) for a frame in time t we use a range of frames
within

[
t− ⌊N

2 ⌋, t+ ⌊N
2 ⌋

]
, where ⌊·⌋ is the largest previous

integer. Moreover, since in cases of very fast motion (i.e.,
low frame rates) pixels may be very distant in the color do-
main, we calculate the median value of the disparity backward
(i.e, in the range

[
t− ⌊N

2 ⌋, t− 1
]
) and forward (i.e, in the

range
[
t+ 1, t+ ⌊N

2 ⌋
]
) and test if the difference between the

two median values is close enough with respect to a thresh-
old. In the opposite case the algorithm keeps the value of the
pre calculated disparity without applying the correction step.
Finally, as it is common in most of the disparity estimation
methods [10] we apply a simple 3× 3 spatial median filter on
the resulted disparity image.

3. SPATIOTEMPORAL DISPARITY ESTIMATION

In this section the framework for video stereo disparity es-
timation is detailed. The proposed framework consists of 3
distinct steps: a) SGBM disparity calculation per frame, b)
temporal correction of disparity values and c) post processing
of the resulted disparity. At the first step the SGBM algorithm
is used to calculate the disparity of each frame. Therefore, in
the second step, the resulted disparity mapping is processed
in a per pixel bases and corrects values that are not outliers,
as defined in the previous section, based on the already cal-
culated disparity of the previous frames as well as in future
frames. In the cases of real-time applications, a buffering pro-
cess allows for future frames to be present in the calculation
process with the drawback of a half temporal window latency.
Finally, post processing of the disparity mapping can be ap-
plied in the last step once the disparity estimation process is
concluded. Such post processing tasks can be spatial median
filtering, bilateral filtering, erosion and dilation, as well as
other methods for disparity enhancement [10]. In our case,
we have used a spatial median filter with a 3 spatial window
and a bilateral filtering of the disparity mapping. By applying
these post processing filters we can smooth the disparity map-
ping (median filter) and in the same time preserve the edge
information (bilateral filtering). The proposed framework is
illustrated in Figure 1.

4. EXPERIMENTAL RESULTS

We have tested the proposed approach in two cases. One with
the publicly available database [16] and one with high defini-
tion stereo video from the commercial stereo camera SONY-
HDR-TD30Ve. The first set of experiments was selected for



Fig. 1: Disparity estimation framework

comparison with other state of the art methods in spatiotem-
poral disparity estimation and the latter in order to establish
evidence of the algorithm efficiency in working with real data
in real time. The first dataset consists of 5 stereo sequence
named Book, Street, Tanks, Temple and Tunnel with a reso-
lution of 400× 300 pixels and variable frame lengths ranging
from 41 to 100 frames. Moreover, in order to be consistent
with the results reported in [17] we have added noise in the
same manner as in their case (i.e., Gaussian zero-mean noise
with σ = 20 and therefore bilateral filtering of the images
with r = 3, ss = 2 and sc = 0.3 where r, ss and sc the
radius, spatial and color variance parameters of the filter, re-
spectively).

To assess the performance of the proposed method, we
use two metrics defined in [2], the bad pixel percentage and
the root mean square error. These two metrics are defined as:

B =
1

K

∑
(x,y)

|dc(x, y)− dg(x, y)| < δd, (2)

and

R =

√√√√ 1

K

∑
(x,y)

|dc(x, y)− dg(x, y)|2, (3)

respectively, where K is the total number of pixels, dc(x, y)
the calculated disparity for pixel (x, y), dg the ground truth
disparity for pixel (x, y) and δd the disparity error tolerance
(in our case it is set to 1). R is calculated in disparity units
while B is a percentage. In our results we average the values
across the frames as in [17]. Finally, to provide hard evidence
of the additional value that our methods brings into the frame-
work of spatiotemporal disparity estimation, we have also run
experiments with the core disparity estimation technique that

Table 1: Average percentages of bad pixels across frames

Method Book Street Tanks Temple Tunnel
SGBM [19] 16.07 24.16 16.85 30.65 3.25
Pham[17] 19.39 13.79 16.43 10.77 13.99
Proposed 14.41 17.01 15.26 24.17 2.21

Table 2: Average percentages of root mean squared error
across frames

Method Book Street Tanks Temple Tunnel
SGBM [19] 10.24 3.70 7.65 25.41 1.47
Pham[17] 3.82 4.11 4.57 3.53 4.30
Proposed 1.47 1.74 3.62 19.37 0.51

we have used (i.e., the SGBM algorithm). By doing so, we
can assess the individual added value of the proposed frame-
work towards the frame-by-frame approach using the same
technique. Results are depicted in Table 1 and Table 2.

In all the cases demonstrated, the proposed framework
gives better results than the simple application of the SGBM
algorithm in a frame-by-frame basis. Nevertheless, in some
cases our algorithm does not outperform the results reported
in [17]. This is due to the big errors of the SGBM algo-
rithm towards occlusion handling and therefore even if our
method ameliorates its results the overall accuracy is lower
than state of the art methods. However, applying simple oc-
clusion handling techniques like the ones mentioned in [10]
one may reach to better results. In order to assure fair com-
parison between our techniques and others we keep the frame-
work as simple as possible. Unfortunately, in [17], there is no
discussion on occlusion handling so we preferred to keep the
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Fig. 2: (a),(d): Two different left frames from the video sequence. (b),(e): Disparity Estimation with SGBM per frame. (c),(f):
disparity estimation with the proposed method

Table 3: Average percentages of bad pixels (B) and root
mean squared error(R) across frames with occlusion

handling

Method Book Street Tanks Temple Tunnel
B 13.10 11.10 15.03 9.74 2.20
R 1.07 1.07 3.40 3.26 0.50

framework as is for comparison. For the sake of complete-
ness though we provide results after applying simple occlu-
sion handling of left-right consistency in Table 3.

In the case of occlusion handling all our results outper-
form state of the art methods. Finally, the time performance
is in the order of 10 frames per second (fps), that is 0.1s in
average. All tests has been performed on an Intel R⃝CoreTMi7
with 3.50GHz CPU and 16GB RAM.

The second series of experiments provide evidence of the
functionality of the proposed method towards HD video from
real scene data in real time. In Figure 2 the left frame and the
estimated disparity are illustrated before and after the appli-
cation of the proposed method. Moreover, the time consumed
for the case of HD video is in the order of 3-4 fps (0.30 s)
per video in average. It can be clearly shown on these im-
ages the amelioration of the final disparity mapping due the
the proposed temporal disparity enhancement.

5. CONCLUSIONS AND FUTURE WORK

In this work, a new spatiotemporal disparity estimation al-
gorithm is proposed making use of the color information to
correct motion based errors. Moreover, a forward-backward
approach is utilized to better handle fast motion artifacts that

can be apparent in cases of fast motion or low frame rates in
capturing. The algorithm can work in real time in cases of
videos of standard resolution (up to 640 × 480) and in near
real time (3-4 fps) in cases of HD videos (up to 1920×1080).

The intuition behind the proposed method is that in the
temporal domain color and disparity not only vary smoothly
but also the smoothness of color and disparity should vary in
the same manner. This assumption allowed us to work in the
color space so as find outliers end better estimate the dispar-
ity by aggregating disparity values in the temporal domain.
Experimental results proved that our approach outperforms
state of the art methods in spatiotemporal disparity estimation
based and also that the proposed algorithm’s time consump-
tion may be maintained under the real-time constraint.
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