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Abstract

In this work we present an algorithm for extracting re-

gion level annotations from flickr images using a small set

of manually labelled regions to guide the selection process.

More specifically, we construct a set of flickr images that

focuses on a certain concept and apply a novel graph based

clustering algorithm on their regions. Then, we select the

cluster or clusters that correspond to the examined concept

guided by the manually labelled data. Experimental results

show that although the obtained regions are of lower qual-

ity compared to the manually labelled regions, the gain in

effort compensates for the loss in performance.

1. Introduction

Humans can classify visual objects through models that

are built using examples for every single semantic concept.

Based on this assumption, researchers have been trying to

simulate the human visual system by using machine learn-

ing algorithms to classify visual content. A set of training

samples plays the role of the examples in the case of object

detection schemes. These schemes typically employ some

form of supervision in the process of gathering the required

training samples, as it is practically impossible to learn how

to recognize an object without using any kind of seman-

tic information during training. However, semantic labels

may be provided at different levels of granularity (global

or region level) and preciseness (one-to-one, one-to-many,

or many-to-many relation between objects and labels), im-

posing different requirements on the effort needed to gen-

erate them. In this paper we will use the term weakly an-

notated images and weakly supervised learning when there

is one-to-many or many-to-many relation between the im-

age regions and the provided labels [18]. This is usually

the kind of annotation that we get from search engines or

collaborative tagging environments. Equivalently, we will

use the term strongly annotated images and strongly super-

vised learning when there is one-to-one relation between

the image regions and the provided labels [17]. This is usu-

ally the kind of annotation resulting from dedicated, manual

annotation efforts. The annotation cost is a critical factor

when designing an object detection scheme with the inten-

tion of scaling to many different objects and domains. In the

following we categorize the state-of-the-art object detection

methods based on the characteristics of the training samples

that they employ and the effort required for their annotation.

Our goal is to highlight the tradeoff between the annotation

cost for preparing the necessary training samples and the

quality of the resulting models.

The methods relying on strongly supervised learning are

usually developed to recognize certain types of objects with

very high accuracy. For instance, [22] uses manual anno-

tations to train face detection classifiers, [10] proposes a

method for the recognition of buildings, while [7] intro-

duces an implicit shape model for the detection of cars.

In [23] region level manual annotations are used to train a

probabilistic model integrating both visual features and spa-

tial context. Annotating images at region level is the task

with the highest annotation cost.

Manually generated global annotations are easier to ob-

tain than region level ones, since no effort is required for

establishing one-to-one relations between the regions and

the labels. This fact has motivated many researchers in de-

veloping algorithms that are able to exploit global annota-

tions for performing object detection. In this case, the basic

idea is to introduce a set of latent variables that encode hid-

den states of the world, where each state induces a joint

distribution on the space of semantic labels and image vi-

sual features. New images are annotated by maximizing the

joint density of semantic labels, given the visual features

of the new image [1]. The most indicative of such algo-



rithms are the ones that are based on aspect models such

as probabilistic Latent Semantic Analysis (pLSA) [18] and

Latent Dirichlet Allocation (LDA) [9]. Following this idea,

in [21] the recognition of visual objects is considered to be

part of the segmentation process, and in [4] the expectation

maximization algrithm is used for mapping words to image

regions.

In order to ease the tedious effort of manual annotation,

semi-supervised learning algorithms were proposed. In this

case, the objective is to exploit unlabelled data, which are

usually of low cost and can be obtained in high quantities,

in conjunction with a small amount of labelled data. In this

direction, the authors of [8] use an a-priori given classifier

and improve it by training a second classifier on labelled and

unlabelled samples. An algorithm for improving the perfor-

mance of any given base classifier trained in a supervised

manner by adding a set of unlabelled samples is presented

in [12].

Lately the excessive use of Web 2.0 applications has

made available large amounts of user tagged images. Given

that, the most recent research efforts are focusing on the

social content that is being massively contributed by the

web users. In [15] object and event detection is performed

by clustering images downloaded from flickr based on tex-

tual, visual and spatial information and verified through

Wikipedia1 content. Similarly a framework that probabilis-

tically models geographical information for event and ac-

tivity detection using geo-tagged images from flickr is pre-

sented in [6].

As a general conclusion we can say that manual image

annotation is a time consuming task and as such it is particu-

larly difficult to be performed on the volumes of content that

are needed for building robust and scalable classifiers. On

the other hand, the Web provides cost free annotations that

are very noisy to be used directly for extracting the neces-

sary probabilistic relations between objects and labels. This

fact motivated the development of techniques that are able

to exploit the noise reduction properties that characterize

massive user contributions and use the collective knowledge

aggregated in collaborative tagging environments to remove

the aforementioned obstacles [16].

In this direction, we propose a framework for correlating

image regions with labels guided by a small set of manually

labelled regions, the validation set. In order to do that, for

every concept, we construct a set of flickr images that focus

on the examined concept. Then, we segment the images, ex-

tract features from the extracted regions and cluster the fea-

ture vectors. It is evident, that if the aforementioned visual

analysis algorithms performed ideally the most populated

cluster would contain the regions depicting the examined

concept. Based on this, in our previous work [2], [3] we

proposed to achieve one-to-one region-to-label mapping by

1www.wikipedia.com

Table 1. Legend of used notation
Symbol Definition

Sck An image group focused on object ck

Iq An image from Sck

RIq = {rI
q

i , i =
1, . . . ,m}

Regions identified in image Iq by an au-

tomatic segmentation algorithm

fd(r
Iq

i ) =
{fi, i = 1, . . . , z}

Visual features extracted from a region

rI
q

i

R = {ri, i =
1, . . . , w}

Set of clusters created by clustering the

regions extracted from all images of

Sck based on their visual similarity

correlating the most populated visual cluster with the con-

cept that the constructed image set was selected to focus on.

However, our experiments have shown that, for some object

categories, either the regions depicting the object of interest

were split in many of the formulated clusters or noisy re-

gions populated an irrelevant cluster and as a consequence

forcing our correlation mechanism to fail.

For this reason, we utilize a novel graph based cluster-

ing algorithm that is not forced to assign the noisy regions

into clusters [14]. Moreover, the contribution of this work

is on proposing a semi-supervised strategy to associate the

appropriate cluster or combination of clusters to the exam-

ined concept, alleviating the effect of splitting the relevant

regions into multiple clusters. A validation set of strongly

annotated samples guides the selection strategy to decide

which of the generated clusters are most likely to contain

regions depicting the object of interest. This is essentially

a post-clustering process that iteratively merges the clusters

exhibiting highest performance on the validation set and re-

evaluates the performance of the merged cluster. In the end,

all regions included in the merged cluster with the high-

est performance among all iterations, are mapped in a one-

to-one relation with the object of interest. The rest of the

manuscript is organized as follows. In section 2 we for-

mulate the problem. In Section 3 we describe the general

architecture of the framework we propose and provide tech-

nical details for the analysis components that are employed

by our framework. Our experimental study is presented in

Section 4, while Section 5 discusses the results and provides

some directions for future work.

2. Problem formulation

Our goal is to use tagged images from flickr and trans-

form the one-to-many or many-to-many relations that char-

acterize their label-to-region annotations into one-to-one re-

lationships. One way to achieve this is through the seman-

tic clustering of image regions to objects (i.e., each cluster

consists of regions that depict a specific object). Semantic

clustering can only be made feasible in the ideal case where



the image analysis techniques work perfectly. However, as

this is highly unlikely, instead of requiring that each cluster

is mapped to a label in a one-to-one relationship, we select

an image group Sck that focuses on ck and we only search

for the cluster or clusters where the majority of regions con-

tained in them depict the focused object ck (Fig. 1). Thus

the problem can be viewed as follows. Given a group of im-

ages Iq ∈ Sck with information of the type {(fd(r
Iq
1
),. . . ,

fd(r
Iq
m )), ck}, we search for the group of regions rk that can

be mapped with object ck in a one-to-one relation.
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Figure 1. Framework Objective.

3. Object to Region Annotation Mapping

3.1. Baseline configuration

Since we aim at detecting and localizing the object fo-

cused by a set of images, we need to be able to construct

a set of images emphasizing on object ck using the avail-

able textual information (i.e., annotations). For this purpose

we have relied on flickr groups2, a public service offered

by flickr. Flickr groups are virtual places hosted in col-

laborative tagging environments that allow social users to

share content on a certain topic, which can also be an ob-

ject. Thus, using this service, Sck is created by taking an

adequate number of images from the flickr group that is ti-

tled with ck.

Subsequently, segmentation is applied on all images in

Sck in order to extract spatial masks of visually meaningful

regions. In our work we have used a K-means with connec-

tivity constraint algorithm [13] and segmented all images of

Sck into an extensive set of independent image regions. In

order to visually describe the segmented regions we have

employed a bag-of-words [19] based algorithm with SIFT

descriptors [11]. The adopted approach is similar to the

one described in [20] with the important difference that in

our case descriptors are extracted to represent each of the

2http://www.flickr.com/groups/

identified image segments, rather than the whole image. Fi-

nally, a clustering algorithm (3.3) is applied on the feature

vectors extracted from the full set of regions R in order to

acquire visually coherent groups of regions ri. Working un-

der the assumption that every object exhibits some invari-

ant visual characteristics that can be partially captured by

the employed feature space, the remaining step is the strat-

egy by which we decide which cluster or clusters of regions

should be correlated with the focused object ck, achieving

the one-to-one object-to-region mapping.

3.2. Cluster selection strategy

We can represent the cluster selection strategy as a func-

tion rpositive = SelectRegions(R) that takes as input the

set of generated clusters and selects the ones that represent

the object of interest. In our previous work [3] we have

relied on the intuition of perfect clustering dictating that

the distribution of clusters’ population based on their pop-

ulation rank, will coincide with the distribution of objects’

#appearances based on their frequency rank. Motivated

by this, we have selected the most populated of the gen-

erated clusters to be correlated with the object of interest.

Eq. 1 shows this functionality by considering Pop(·) to be

a function that calculates the population of a cluster.

rpositive = argmaxi(Pop(ri)) (1)

However, the errors introduced by the visual analysis al-

gorithms had a high impact on the success or failure of (1).

For this reason, in this paper we propose an adapted ver-

sion of the self-training technique that aims to boost the ef-

ficiency of the cluster selection strategy using a small set

of strongly annotated regions (i.e. validation set). Let’s de-

note Fscore(ri) to be the performance (measured by the F1

score that is achieved on the validation set) of an object de-

tection model which was generated using the regions of ri
as positive examples. Our approach starts by using the val-

idation set to calculate the Fscore(ri) of all models created

using each time the regions of a different cluster as positive

examples. Then, starting from the best performing cluster,

an iterative merging process is performed. In each iteration

the algorithm merges the cluster exhibiting the next highest

value for Fscore to the existing set of selected clusters and

re-evaluates the performance of the newly created cluster

Fscore(rrank1
∪rrank2

∪ ...∪rranki+1
), where rrank1

is the

cluster exhibiting the highest Fscore, rrank2
the cluster with

the second highest Fscore and so on. The iterations stop

when the Fscore of the next cluster to be merged is zero. Fi-

nally, the combination of clusters (i.e. merged cluster) with

optimal performance is chosen to be the one correlated with

the object of interest. In this case the functionality of the

cluster selection strategy can be represented as follows:



rpositive =

x⋃

i=1

rranki
(2)

where x = argmaxm(Fscore(
⋃m

j=1
rrankj

))
and Fscore(rrank1

) > Fscore(rrank2
) > ... > 0

Following the running example of Fig. 2, lets assume

that R consists of four clusters so that F (Cluster1) >

F (Cluster2) > F (Cluster3) > F (Cluster4) = 0. In

the first iteration, the algorithm merges clusters 1 and 2

which yield the two highest values for Fscore. In the sec-

ond iteration it adds cluster 3 which yields then next best

performance. In iteration three, the next best Fscore is zero,

so the algorithm stops the merging procedure. The decision

is made to select the combination of clusters 1 and 2 which

yields the highest performance of all examined combina-

tions.
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Iteration 1

Iteration 2

Iteration 3

Clusters ranked

by performance
Cluster 1 Cluster 2 Cluster 3

Cluster 1+2 Cluster 3

Cluster 4Cluster 1+2+3

MAX

Cluster 1+2
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Clusters

Clusters
Cluster 4

Cluster 4

There are no more 

clusters with F>0

Figure 2. Cluster selection algorithm dia-

gram.

3.3. Clustering

In order to compensate for the noise introduced by the

visual analysis algorithms (i.e. segmentation and feature

extraction) and boost the efficiency of the proposed clus-

ter selection strategy, we have employed a noise resilient

clustering algorithm that does not forcefully assign all re-

gions into clusters but leaves the noisy regions out of the

clusters’ distribution. Specifically, we have applied a novel

graph based clustering algorithm [14] that takes as input

a portion of the similarity measures between pairs of data

points, constructs the network between the data points (re-

gions in our case) and acquires a seed set of densely con-

nected nodes. Then, starting from the community seed set

the algorithm expands the communities by adding nodes to

the communities which maximize the subgraph modularity

function subject to the constraint that their degree does not

belong to the top 10 percentile of the node degree distribu-

tion (this implies that a single pass over the graph nodes is

conducted in order to derive the node degree distribution)

[14]. Employing the community detection with expansion

algorithm, every data point can belong to zero, one or more

clusters. Thus, we obtain an overlapping distribution of the

region’s feature vectors over the communities.

4. Experimental Study

The goal of our experimental study is twofold. First,

we wanted to compare the quality of the training samples

acquired by the proposed semi-supervised approach, with

the population based selection strategy and the manually se-

lected samples. In order to assess the quality of the differ-

ent selection types, Support Vector Machines (SVMs) were

chosen to train the models for object localization and recog-

nition. The feature vectors of the regions associated with the

object of interest were used as positive samples for training

a binary classifier. Negative examples were chosen arbi-

trary from the remaining dataset. Second, we wanted to

verify that the proposed cluster selection algorithm general-

izes when moving from the validation to the test set.

To carry out our experiments we have used a manu-

ally annotated and a social dataset. The first dataset is the

publicly available SAIAPR TC-12 dataset [5] consisting of

20000 strongly annotated images. The dataset was split into

3 parts (70% train, 10% validation and 20% test). To ac-

quire comparable measures over the experiments, the im-

ages of the manually annotated dataset were segmented by

the segmentation algorithm described in Section 3.1 and the

ground truth label of each segment was taken to be the label

of the hand-labeled region that overlapped with the segment

by more than the 2/3 of the segment’s area. In order to cre-

ate the second dataset, we downloaded images from flickr

groups for 15 of the concepts included in the SAIAPR TC-

12 dataset. For each object of interest, we have downloaded

500 member images from a flickr group that is titled with

a name related to the name of the object, resulting in 15
groups of 500 images each (7500 in total).

4.1. Comparing object detection models

Our goal is to compare the efficiency of the models

trained using a set of regions selected according to:

1. the population-based method (eq. 1). Training set con-

sists of flickr images only.

2. the proposed semi-supervised approach (eq. 2). Mod-

els were trained using only the flickr images and 2000

manually annotated images were used for selecting

the appropriate cluster(10% of the SAIAPR TC-12

dataset).



3. the proposed approach adding to each model the im-

ages of the validation set. Models were trained using

both the flickr images and 2000 manually annotated

images(10% of the SAIAPR TC-12 dataset).

4. the strongly supervised strategy. Training set consists

14000 manually annotated images(70% of the SA-

IAPR TC-12 dataset).

In order to evaluate the performance of the models, we

test them using the testing subset (i.e., 4000 images) of the

strongly annotated dataset, not used during training or val-

idation. Fig. 3 shows the F1 score of the generated models

for each of the 15 concepts.

By looking at the bar diagrams of Fig. 3 we can dis-

tinguish between three cases. In the first case we classify

the objects airplane, bicycle, bird, boat, chair and flower

that are too diversiform with respect to the employed vi-

sual feature space and as a consequence, none of the de-

veloped models (not even the one trained using the manual

annotations) manage to achieve good recognition rates. In

the second case we classify the objects building, car and

sign that despite being adequately discriminated in the vi-

sual feature space (i.e., the model trained using the man-

ually annotated samples performs relatively well), none of

the other selection algorithms was able to select the regions

depicting the examined concept. In the last case we classify

the concepts water, road, person, sky, tree and grass where

the proposed approach performs well. We can also notice

that for the cases of water and road the population based

selection algorithm fails to select the proper cluster but the

semi-supervised selection algorithm manages to merge the

appropriate clusters. Finally, in an effort to boost the perfor-

mance of the generated detectors, we have trained the mod-

els using as training examples both the regions selected by

our framework and the manually selected regions included

in the validation set. We can see that the performance of

the models generated by the combination of the datasets is

greatly increased.

4.2. Generalizing from the validation to the
test set

The purpose of this experiment is to verify that the pro-

posed selection algorithm can generalize from the valida-

tion to the test set. For this reason, we have calculated the

performance (Fscore) of every model generated at each it-

eration of the algorithm on the validation and test set. Due

to lack of space we chose to show only three of the con-

cepts that were classified in the last case of section 4.1 (Fig.

4). Black and grey bars indicate the performance of every

merged model generated at each iteration step of the selec-

tion algorithm on the validation and test set, respectively.
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Figure 3. Comparative performance of the ob-

ject detection models

By this figure, it is obvious that the models perform simi-

larly both on validation and test set in all three cases. We

chose these concepts because we are able to draw safer con-

clusions for the generalization ability of our framework, as

it is impossible to generalize in cases where the visual di-

versity of the concepts did not allow the algorithm to pro-

duce a model that would perform well even in the validation

set. For example, for the concepts building, car and sign

the highest Fscore achieved on the validation set for all the

combinations of the generated clusters was lower than 5%.

Moreover, this allows us to assume that our approach fails

on these cases because of the different nature of the train-

ing and testing set (e.g. flickr images might depict modern

buildings and SAIAPR TC-12 monuments). We expect that

increasing the size of the training set would allow visually

diverse categories of the same concept to exist in the same

training set.

5. Conclusion and future work

In this work we have presented an algorithm for extract-

ing semantically coherent groups of regions depicting a cer-

tain object. More specifically, starting from a set of flickr

images that focus on the desired object, we propose an al-

gorithm that is able to select the regions depicting this ob-

ject using a validation set. The experimental results have

demonstrated that although the quality of the selected re-

gions selected by our approach is inferior to the optimal

quality of the manually selected regions, there are cases

where the gain in effort compensates for the loss in perfor-

mance. Our future plans include the extensive evaluation of
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Figure 4. Performance of every model generated in each iteration on the validation and test set for
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our approach in a large set of concepts and the use of larger

sets of flickr images.
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