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A novel framework, for real-time action detection, recognition and evaluation of motion capture data, is 

presented in this paper. Pose and kinematics information is used for data description. Automatic and dy- 

namic weighting, altering joint data significance based on action involvement, and Kinetic energy-based 

descriptor sampling are employed for efficient action segmentation and labelling. The automatically seg- 

mented and recognized action instances are subsequently fed to the framework action evaluation compo- 

nent, which compares them with the corresponding reference ones, estimating their similarity. Exploiting 

fuzzy logic, the framework subsequently gives semantic feedback with instructions on performing the ac- 

tions more accurately. Experimental results on MSR-Action3D and MSRC12 benchmarking datasets and a 

new, publicly available one, provide evidence that the proposed framework compares favourably to state- 

of-the-art methods by 0.5–6% in all three datasets, showing that the proposed method can be effectively 

used for unsupervised gesture/action training. 

© 2017 Elsevier Ltd. All rights reserved. 
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1. Introduction 

Automatic human action recognition and detection constitute

two widely studied problems, mainly due to their numerous appli-

cations in domains like gaming [1] , computer vision [2] , animation

[3] , surveillance [4] , man-machine interaction [5] , robotics [6] , etc.

Till recently, the majority of the relevant research works, mostly

relied on colour 2D/3D video sequences, RGB image related visual

features and Radio Frequency Identification (RFID) sensors. With

the advent of low cost, non-intrusive depth sensors like Microsoft

Kinect, research efforts are now devoted to the utilization of 3D

skeleton joint positions [1] , as body part movement related fea-

tures can be much more representative of actions, and thus, more

discriminative. However, issues related to intra-/inter-person vari-

ability, random pauses, repetitions and nonlinear stretching char-

acterizing human motion, as well as body part (self-)occlusions

along with sensor inaccuracies, also constitute major challenges to

be faced. 

Recently, research efforts have also been devoted to motion

capture data analysis, motion detection and recognition, widely

known as human motion evaluation. Research in this field, is

mainly exploited in applications for interactive gaming [7] , reha-
∗ Corresponding author. 
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ilitation [8] , self-learning platforms for practising and conquering

ports [9] , dance [10] and martial arts [11] . 

In this paper, a framework implementing real time analysis

f long action sequences, is proposed. Segmentation of input se-

uences into their constituent action instances as well as recog-

ition of each action instance are initially performed, followed by

valuation of action execution. As depicted in Fig. 1 , motion cap-

ure data, and more specifically skeleton 3D joint positions, consti-

ute the only input required. Human action detection/recognition

omponent segments the input sequence into time intervals con-

aining a single action instance each, while also recognizing action

nstance types. Subsequently, each detected instance is compared

o a training sample of the same class, a priori selected and consid-

red as reference, for motion evaluation. Based on the differences

etween the detected and the reference instance, semantic feed-

ack, indicating ways of performing the actions in a manner more

imilar to the ground truth (reference) is provided. Moreover, indi-

ations concerning the movement of the several body parts can be

iven until user motion becomes identical to the reference motion

nstance, or till some specific, user determined, similarity degree. 

The action detection/recognition component of the devised

ramework is inspired by the work of Meshry et al. [12] , though

ntroducing significant extensions. In brief, not all 20 joints used

y Meshry et al. [12] are utilized, while automatic feature weight-

ng at the frame level, is also employed, with the weights being

alculated based on the volumes and areas created by the sev-

ral body segments, throughout the action sequences. In addition

https://doi.org/10.1016/j.patcog.2017.12.007
http://www.ScienceDirect.com
http://www.elsevier.com/locate/patcog
http://crossmark.crossref.org/dialog/?doi=10.1016/j.patcog.2017.12.007&domain=pdf
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Fig. 1. Proposed human motion analysis method pipeline. 
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o this, Kinetic energy (KE) is also introduced in the descriptor

ampling stage, so that vectors of the most representative action

oses can be selected for codebook construction, inspired by Shan

nd Akella [13] . In this way, descriptive codebooks arise cluster-

ng much fewer vectors than the ones needed when randomly se-

ected, resulting in very satisfactory detection and recognition re-

ults. Finally, a new dataset is also presented, composed of 656 3D

uman joint data sequences depicting 15 exercises performed by

5 individuals. 

The remainder of the paper is organized as follows. A review

f the related work in the field is presented in Section 2 , our Ac-

ion Detection-Recognition-Evaluation framework is described in

ection 3 , experimental evaluation is detailed in Section 4 and fi-

ally, conclusions are drawn in Section 5 . 

. Related work 

Several research works, addressing both action recognition and

etection problems based on motion capture data, have been pub-

ished in the last decade, either regarding human motion se-

uences as time series or approaching the two problems from ma-

hine learning perspective. 

Skeletal pose and kinematics information is employed in [12] ,

iming for the detection of action instances as the sub-intervals

ith the maximum score sums in unsegmented motion sequences.

uman pose and motion shape analysis on Riemannian shape

pace are performed in [14] , so that motion units, decomposing

ctions into their constituent basic motions, can be identified. Re-

eated cycles of such motion units denote repetitions of the same

ction, thus leading to sequence segmentation. Riemannian geom-

try is also exploited in [15] framework, in an attempt for handling

D skeleton data in an execution rate invariant manner. The shapes

ormed by skeletons and their evolution in time are studied as tra-

ectories, using Kendall’s shape framework, while SVM classifica-

ion is finally performed. Atomic action templates, i.e., key frame

uples, are extracted from 3D human skeleton coordinates, based

n KE in [13] , and used as spatiotemporal action representations

or classification and subsequent segmentation of human motion

equences. 

Significantly fewer works focus on action detection, especially

he online case, as localizing actions is much more challenging

han recognizing them in pre-segmented sequences. One such

ork is presented in [16] , addressing action detection with the

id of sliding window search and SVM classification. Feature se-

ection is performed to cope with the high dimensionality of the

eatures used, and temporal pyramid construction to ensure cap-

uring of multi-scale temporal information. A novel feature, namely

tructured Streaming Skeleton (SSS), is proposed in [17] , describing

keletons by features denoting the similarity degree of the motion

egments ending at some frame with a priori learned movements

n the joint level, and thus, segmenting and recognizing motion

equences at the same time. Proposing a new descriptor, captur-

ng both 3D pose and kimenatics known as the Moving Pose, Zan-

r et al. [18] report low latency action detection and recognition,

ith the aid of a sliding window of learned size and a modified

NN classifier. Similarly, a fixed sliding window is employed by
owozin and Shotton [19] , introducing the action point concept

or temporally anchoring actions. Skeleton based features are com-

ined with an optimized Hough transform, based on weighting,

spiring to perform both human action segmentation and classi-

cation, in [20] . To this end, several skeleton-related features and

ormalizations are studied. Real time human action segmentation

nd recognition are achieved in [21] , as a result of the combination

f two devised frameworks, Kernelized Temporal Cut (KTC) and

ynamic Manifold Warping (DMW), the former performing real-

ime segmentation handling human motion data as structured time

eries, and the latter spatiotemporally aligning the time series,

hus, calculating similarity between motion data through manifold

earning. 

A new descriptor, consisting of pairwise joint angle affinities

s introduced in [22] , combined with HOG features calculated on

epth images, while joint positions constitute the features repre-

ented through class specific dictionary learning, exploiting geom-

try constraints, group sparsity and temporal pyramid matching in

23] . In a project engaging with robotic support for elderly people

24] , a novel framework incorporating both human activity recog-

ition and prediction is introduced. Utilizing 3D skeleton data cap-

ured by Kinect sensor, Factored Four Way Conditional Restricted

oltzmann Machines (FFW-CRBM) can automatically evaluate their

lassification performance and retrain themselves if necessary with

he aid of sequential Markov chain contrastive divergence (SMcCD)

raining algorithm, which is also introduced. A two-level, hierar-

hical framework is introduced in [25] . Part-based clustering, is ini-

ially performed, splitting action instances based on their dominant

ody parts, followed by 3D skeleton-based feature extraction only

rom the aforementioned body parts and subsequent classification

hrough action graphs. Salih et al. [26] propose hierarchical Mod-

fied Spherical Harmonics (MSHs) for spatiotemporally modeling

keleton data static poses and selected joint displacements, DTW

or the alignment of the MSHs levels and Extreme Learning Ma-

hine (ELM) for classification. Covariance matrices of the 3D skele-

al joint positions over time are constructed in [27] , for the rep-

esentation of motion sequences sustaining temporal information

hrough the incorporation of matrix computations over temporal

ub-intervals and fed to a SVM classifier. Only 12 out of the 20 3D

keletal points estimated from Kinect depth images suffice for the

epresentation of human postures as histograms of 3D joint loca-

ions (HOJ3D) and the efficient recognition of actions, encoded as

emporal sequences of poses, by HMM classifiers in [28] . Finally, a

ovel way of human action modeling, encapsulating a new feature,

amely Local Occupancy Pattern (LOP) as well as a new represen-

ation, retaining pattern temporal order, are presented in [29] by

ang et al. 

Research attempts addressing the problem of human motion

valuation are even fewer, with the vast majority made during

he last 2 decades. One such approach, with a network of body

ensors providing the inertial data required for baseball swings

valuation, employing clustering techniques is presented in [9] .

ovement transcripts are generated and inter-segment coordina-

ion is measured, based on which user feedback is produced. A

arker-based optical motion capture system constitutes the cap-

uring component of the dance training system proposed in [30] .

he acquired data are matched to pre-recorded reference ones and

ompared based on joint positions, velocities and angles, while vi-

ual as well as numerical feedback are subsequently provided. In

he interactive dancing game presented in [7] , user motion data are

aptured, recognized and analysed so that the virtual partner dis-

layed can be animated appropriately in real time. Joint angle dif-

erences are used for frame matching, continuous block matching

or temporally aligning the movements and block matching cost for

he identification of the deviation of the user movement from the

emplate one. Contrary to all these approaches, marker-less motion
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Load training 
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Extract local 
features
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Construct training
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Fig. 2. ELS method training phase overview. 
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Load test
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Fig. 3. ELS method testing phase overview. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 4. (a) N-pose or neutral pose; volume V s , areas A s 1 and A s 2 are approximately 

equal to 0 for all body segments s , (b) vectors ˆ a s , ̂ b s and ˆ c s form volume V s in a 

random pose and (c) areas A s 1 and A s 2 . 

Fig. 5. (a) Body pose with maximum limb activity (all four limbs fully extended). 

(b) Joint angle conditions allow for correct weighting when the volume formed by 

vectors ˆ a s , ̂ b s and ˆ c s is eliminated. 
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capture is performed in the automatic dance performance evalu-

ation framework proposed in [10] , in which human motion data

are represented as sequences of pure quaternions, thus resulting

in a framework employing quaternionic vector-signal processing

methodologies. 

3. Proposed method 

3.1. Human action detection/recognition component 

As already mentioned, online action detection and recognition

constitute the core of the proposed framework, and are based on

Efficient Linear Search (ELS) approach [12] , diagrammatically pre-

sented in Figs. 2 and 3 and briefly detailed in the following para-

graphs. To begin with, local features capturing both skeleton and

kinematics information at the frame level are calculated on 3D

skeleton joint positions. The aforementioned features, called ges-

turelets , form descriptors, emerging by combining the Moving Pose

[18] and the angles descriptor [19] with appropriate weighting. All

or a subset of them are subsequently clustered into a codebook, so

that compact, descriptor invariant action sequence representations

can be obtained, exploiting Bag-of-Gesturelets (BoG) model power.

The resulting histogram representations are then fed to binary lin-

ear classifiers, each one trained to identify a specific action and,

based on their weights, thresholds for the detection of each action

are estimated ( Fig. 2 ) [12] . In the test phase, presented in Fig. 3 , af-

ter estimating local features for the sequence under consideration,

1D arrays of length equal to that of the sequence are constructed,

and filled with the weighted sums of the sequence gesturelet fea-

tures for each candidate action. Thus, action interval detection can

be achieved by finding the maximum subarray sum [31] , while ac-

tion detection is triggered at some frame with sum exceeding ac-

tion thresholds, θ c , estimated during training. Action interval end

is signalled by the appearance of negative point scores after action

triggering, while slight modifications on this criterion, allow using

this method both online and offline [12] . 

As is, ELS method and especially the Moving Pose descriptor

employed, neglect several facts, inextricably linked both to action

recording with the aid of depth sensors, such as Kinect, and to

human action abundance. To elaborate, it is a matter of fact that

depth sensors are quite accurate, especially when there are no

(self-)occlusions and the actions are not performed very quickly

or abruptly. This may be the case for most of the captured joints,

however things tend to be slightly different for limb joints, and es-

pecially for the hands and feet, which tend to be inaccurately de-

tected and/or tracked, thus leading to noisy 3D joint position data.

To this end, omitting these joints, both from the descriptor and
rom all subsequent calculations, is considered wise also presum-

ng that none of the adopted datasets contains actions in which

rucial involvement of these joints is encountered. 

On top of that, it should not be disregarded that not all body

arts participate in every human action, as well as that even the

nes participating are not equally important. Thus, applying joint

eighting was attempted, automatically calculating joint weights

ased on the volumes and the areas formed between the limbs

nd the main body at the frame level (i.e., dynamically). To cast

ight upon the automatic weighting extraction procedure, a brief

escription of the underlying theory is subsequently provided. 

Let us consider the standing body pose ( Fig. 4 (a)) as ‘neutral’

N-pose), and its joint positions as reference ones. Pose differences

elative to N-pose are used to weight the joints, taking the artic-

lated structure of the human body into account. Thus, the vol-

me and the areas formed between the bone vectors are ideal for

iving information regarding the role of a joint during gestures

nd, therefore, during actions, since their values are approximately

qual to 0 in N-pose, as depicted in Fig. 4 (a). 

Weighting extraction segments the body in 5 parts, one for each

f the four limbs and one for the trunk (pelvis, thorax, head). For

ach part, 3 vectors are formed: � a s parallel to the spine, � b s for

he upper and 

�
 c s for the lower limb bone, as shown in Fig. 4 b.

he triple scalar of the unit vectors ˆ a s , ̂  b s and ˆ c s gives the volume

 s = ˆ a s ∗ ( ̂ b s × ˆ c s ) for segment s , while | ̂  a s × ˆ b s | and | ̂ b s × ˆ c s | give

reas A s 1 and A s 2 , respectively, depicted in Fig. 4 (c). Finally, assum-

ng that the maximum weight is assigned to a segment when the

orresponding limb is totally stretched and, therefore, the triple

calar tends to zero ( Fig. 5 (a)), V s is calculated taking joint angle

riteria into account, as shown in Eq. (1) . 

 s (θ1 , θ2 ) = 

⎧ ⎪ ⎪ ⎨ 

⎪ ⎪ ⎩ 

ˆ a s ∗ ( ̂ b s × ˆ c s ) 0 

◦ ≤ θ1 ≤ 90 

◦, θ2 > 90 

◦

2 − ˆ a s ∗ ( ̂ b s × ˆ c s ) 0 

◦ ≤ θ1 ≤ 90 

◦, 0 

◦ ≤ θ2 ≤ 90 

◦

3 − ˆ a s ∗ ( ̂ b s × ˆ c s ) θ1 > 90 

◦, 0 

◦ ≤ θ2 ≤ 90 

◦

4 − ˆ a s ∗ ( ̂ b s × ˆ c s ) θ1 > 90 

◦, θ2 > 90 

◦

(1)
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Fig. 6. Key frames of CVD dataset exercise Standing obliques with weights presented as spheres on the joints, with their colour and size indicating joint weight value. 
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Accordingly, A 1 s ( θ1 ) and A 2 s ( θ2 ) are given by Eqs. (2) and (3) . 

 1 s (θ1 ) = 

{| ̂  a s × ˆ b s | 0 

◦ ≤ θ1 ≤ 90 

◦

2 − | ̂  a s × ˆ b s | θ1 > 90 

◦ (2) 

 2 s (θ2 ) = 

{| ̂ b s × ˆ c s | θ2 > 90 

◦

2 − | ̂ b s × ˆ c s | 0 

◦ ≤ θ2 ≤ 90 

◦ (3) 

Utilizing both the volume V s and the areas A s 1 , A s 2 for joint

eighting is necessary, since on the one hand, V s is the main

eighting component, incorporating all 3 vectors and constituting

 holistic weighting metric for segment s , and on the other hand,

olume elimination due to bone parallel positioning (e.g., Fig. 5 (b)),

an be balanced using the areas A s 1 and A s 2 . 

Given the calculated volume V s and the areas A s 1 , A s 2 ,

qs. (4) and (5) give segment s weight w s at frame f , while the

eight w s, j of joint j of segment s is calculated by Eq. (6) . Eqs. (7) –

9) give the weights w sa , w sb and w sc of the end joints of the vec-

ors � a , � b and 

�
 c , respectively. 

ˆ 
 s ⊥ 

ˆ b s ⊥ 

ˆ c s → V sMax = A s 1 Max = A s 1 Max = 1 (4) 

 s = V s + (1 − V s ) ∗ (A 1 s + A 2 s ) / 2 (5) 

 s, j = w s /N s, j (6) 

 sa = A 1 s / (A 1 s + A 2 s ) ∗ w s, j (7) 

 sb = 2 ∗ w s, j (8) 

 sc = A 2 s / (A 1 s + A 2 s ) ∗ w s, j (9) 

The 2D array containing body weights at frame f is given by

q. (10) , with the sum of its elements being equal to 1 ( Eq. (11) ).

 s = 5 denotes the number of the segments, while N s, j the num-

er of the segment joints. Finally, W f is multiplied by the normal-

zed positions of the segment joints. 

 f = 

⎛ 

⎜ ⎜ ⎝ 

w 1 , 1 . w 1 ,N s, j 

w 2 , 1 . w 2 ,N s, j 

. . . 
. . . 

. . . 
w N s , 1 . w N s ,N s, j 

⎞ 

⎟ ⎟ ⎠ 

(10) 

N s 
 

s =1 

N s, j ∑ 

j=1 

w s, j = 1 (11) 

The underlying weighting theory, can be perceived more eas-

ly taking a closer look at Fig. 6 , schematically presenting the key
rames of a CVD dataset exercise, namely Standing Obliques . As can

e seen, starting from a standing position with both arms bent at

ead height, the right knee is lifted to the side, the trunk is simul-

aneously bent towards the same side and finally the body returns

o its initial pose. The spheres positioned over the joints represent

he corresponding weights, with their colour becoming more in-

ense and their size increasing relative to the weight, while the

our black ones denote the joints not taken into consideration (i.e.,

he hands and the feet) since they provide no useful information

or any of the studied actions. 

Also looking at Fig. 7 , the joint with the most significant change

s the right knee, since the right leg starts being close to its neu-

ral pose, bends and reverts to its original pose. Accordingly, the

eights of the other two right leg joints, namely the hip and the

nkle, increase as the leg is lifted and afterwards decrease. More-

ver, due to the fact that during the action the angles formed by

he two arms also slightly change, elbow weights are also modi-

ed, with the left one increasing and the right decreasing. 

Apart from the above, it has also been noticed that in the orig-

nal ELS implementation, if the training set descriptors are fewer

han 50 0,0 0, they all take part in the BoG step, in which codebook

onstruction is performed, while otherwise they are randomly sub-

ampled. Considering the case of an action being performed once

uickly and once slowly, it becomes obvious that redundant de-

criptors, which cannot substantially contribute to the creation of

he most descriptive codebook possible, emerge. However, they do

articipate in the procedure and, in fact, they are more likely to be

elected than other descriptors which may be more discriminative,

ue to their abundance. A more elaborate and action-oriented way

f selecting the descriptors to be clustered into the codebook was

hus required. To this end, the idea of exploiting the information

rovided by KE values [13] , was adopted. 

As already known, the KE of a point object is given by: 

 k = 

1 

2 

mυ2 . (12) 

onsidering human skeleton as an ensemble of point objects (i.e.,

he joints) whose mass is of no interest, KE at frame f can be calcu-

ated as the sum of the KEs of its joints, j . Denoting joint positions

y p , KE of some joint j at frame f is, thus, given by Eq. (13) while

ntire skeleton KE by (14) . 

 

j 

f 
= 

1 

2 

(
υ j 

f 

)2 = 

1 

2 

( 

p j 
f 
− p j 

f−1 

�T 

) 2 

(13) 

 f = 

1 

2 

N ∑ 

j=1 

( 

p j 
f 
− p j 

f−1 

�T 

) 2 

(14) 

Taking the above into consideration, it can be easily deduced

hat in the case of human skeleton, KE is zeroed/minimized when

ll the joints are stationary, as is the case right before every motion
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Fig. 7. Weight distribution plot of CVD dataset exercise Standing obliques emphasizing on the joints mostly involved in the action. 
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Fig. 8. ELS method contribution overview (addition of the dash-dotted joint selec- 

tion/weighting and KE-based descriptor sampling). 
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direction change. As also proven by Shan and Akella [13] , KE local

minima can help identify extremal positions in actions, which can

be regarded as key poses for subsequent action description, result-

ing in satisfactory action detection and recognition. Skeleton KE lo-

cal minima and maxima are, thus, also calculated by the proposed

framework at the frame level, so that the respective descriptors can

be selected for codebook construction. 

In detail, making the assumption that all the motion sequences

have to be represented by the same number of descriptors, D , dur-

ing codebook construction, D is estimated by the division of the

number of descriptors of the entire dataset and the number of de-

scriptors to be kept (e.g., half the descriptors). Afterwards, KE lo-

cal minima and maxima are calculated for each motion sequence,

and only the ones closer to the sequence global minimum or maxi-

mum KE values are retained. In case the corresponding descriptors

are less than D , some more are randomly selected, while if they

are more, the ones corresponding to frames with KE value closest

to the mean sequence KE are discarded. In this way, selection of

the most important descriptors as well as reduction in the num-

ber of the descriptors to be clustered, are attempted, thus result-

ing in the clustering only of the most descriptive features, avoiding

redundant ones and reducing the time required for the clustering

procedure. 

These two contributions are presented with dashed-dotted ar-

rows and rectangles in Fig. 8 , depicting the proposed method train-

ing phase. 
.2. Human action evaluation component 

Motion capture data are segmented into action instances and

abelled by the action recognition/detection component, and thus

ction evaluation can subsequently be performed. More specifi-

ally, the captured motion data are spatiotemporally compared to

eference actions, originating from the training set, so that seman-

ic feedback can be provided to the user along with instructions

or improving action execution form. 

For this purpose, the motion data processing pipeline depicted

n Fig. 9 , is proposed. Initially, spatiotemporal alignment of the

etected and reference actions is performed. Before data analysis,

one normalization is applied, as a preprocessing step aiming to

revent erroneous analysis due to body structure differences. Af-

erwards, spatial action alignment is achieved using the rotational

ffset between the bodies, extracted by the shoulders and torso

D positions [32] . It is worth noting that the sequences are of the

ame action, thus the comparison is not affected by spatial align-

ent and is performed exclusively on the 8 limb joints, i.e., the

lbows, wrists, knees and ankles. 

Applying multivariate Dynamic Time Warping (m-DTW) on the

D joint positions and KEs, motion data are temporally aligned

nd synchronization feedback can be obtained. The 3D joint posi-

ion and linear velocity errors are subsequently calculated and nor-

alized, enabling statistical joint error analysis. Error statistics are

ed to a fuzzy logic engine developed to produce semantic feed-

ack, including information regarding the action similarity to the

eference as well as the most erroneous limbs and joints, while
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Table 1 

Sample CVD dataset exercises. 

Exercise Key poses 

Standing gluteus medius 

Side step knee-elbow 

Lateral lunge 
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Table 2 

Comparison results of action recognition experiments on the 

CVD dataset. 

Method Classification Accuracy 

pre-segmented auto-segmented 

Meshry et al. [12] 97.76% 97.19% 

Proposed 98.54% 98.04% 

Table 3 

Comparison results of action recognition ex- 

periments on half the descriptors of the pre- 

segmented CVD dataset, applying KE sampling and 

joint weighting, separately. 

Method Classification Accuracy 

Meshry et al. [12] 93.28% 

KE sampling (only) 96.30% 

Weighting (only) 98.04% 
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lso providing instructions for improving action performance. It is

orth noting that the proposed method can function even with

lightly different actions, since the analysis is based on normalized

rror values, while a minimum similarity threshold can be manu-

lly set, so that the actions can be considered similar. 

. Experiments 

Experimental evaluation of the proposed method on two public

atasets and a new one, introduced in this paper, is presented in

he following sections. 

.1. CVD exercise dataset 

In the context of PATHway H2020 project, funded by the Euro-

ean Union and aiming to aid cardiac rehabilitation (CR) teaching

atients how to manage their cardiovascular disease (CVD), a new

ataset was collected, composed of exercises specifically selected

o help patients sustain a minimum of physical activity and get

ealthier through it. A subset of this dataset, consisting of 15 exer-

ises performed by 15 subjects (4 female and 11 male) 2–3 times

ach, resulting in a total of 656 sequences and 28,979 frames, was

sed for the evaluation of the proposed framework. 1 Data captur-

ng was performed at 30 frames per second (fps) by one Kinect

ensor facing the user. The exercise sequences were pre-segmented

nd the subjects were advised to perform unilateral exercises using

heir right limbs for some repetitions and their left limbs for the

est. Key frames of some of the exercises are presented in Table 1 ,

long with the corresponding tracked skeletons. 

.2. MSRC-12 Dataset 

The Microsoft Research Cambridge-12 dataset [33] is a large,

ublic gesture dataset for action detection, comprising of 594 un-

egmented sequences depicting 30 subjects performing 12 ges-

ures. It was captured by Kinect sensor, at 30 fps and contains

244 gesture instances and 719,359 frames in total. The 3D posi-

ions of 20 body joints are provided along with annotation files,

enoting the action points [19] at which action detection should

e triggered. More specifically, the included gestures are: beat both,

ow, change weapon, duck, goggles, had enough, kick, lift outstretched

rms, push right, shoot, throw, wind it up and the data were ac-

uired giving different kinds of instructions to the participants. 
1 CVD dataset is publicly available at http://vcl.iti.gr/maadre . 

a  

t  

l  
.3. MSR-Action3D dataset 

The MSR-Action3D dataset [34] is a public, benchmark, depth

ap and skeleton sequence dataset for action recognition, consist-

ng of 567 pre-segmented sequences of 20 actions, performed by

0 subjects 2–3 times. It was captured with the aid of a depth

amera using infra-red light at 15 fps and contains 23,797 sam-

les frames with 20 3D joint positions for each of them. The

onstituting actions are: bend, draw circle, draw tick, draw x, for-

ard kick, forward punch, golf swing, hammer, hand catch, hand clap,

and wave, high arm wave, high throw, horizontal arm wave, jogging,

ickup & throw, side kick, tennis serve, tennis swing, two side-boxing ,

nd subjects were asked to perform unilateral exercises with their

ight arm or leg. Alike most works reporting results on this dataset,

0 sequences were omitted, due to missing or highly erroneous

ata, thus resulting in 557 sequences in total [29] . 

.4. Human action detection/recognition experimental results 

.4.1. CVD Dataset 

The cross-subject experimental setup used in [12] was adopted

or the evaluation of the proposed method on the CVD dataset. For

he action recognition experiments, half of the available subjects,

amely {1, 3, 5, 7, 9, 11, 13} constituted the training set, and the re-

aining the test set. The same experiment was performed 5 times,

ith a different codebook each, and mean classification accuracy

s reported. Table 2 summarizes our method performance both

n the pre-segmented dataset and on the segments that emerged

fter automatic detection on the randomly concatenated test set

amples. 

Taking a closer look at Table 2 , it can be noticed that in both

ases the proposed approach outperforms ELS, using half the de-

criptors employed by the latter, chosen based on their KE, and ap-

lying joint weighting. Taking this into account, the importance of

xploiting motion information as well as the discriminative power

f weighting are highlighted, as also confirmed by Table 3 , in

hich experiments applying KE based sampling and joint weight-

ng, independently, are presented. 

While ELS accuracy reported in Table 2 was achieved us-

ng all the dataset descriptors, the corresponding accuracy in

able 3 achieved employing only half the descriptors, as is also

he case with the proposed method, is substantially lower. Exploit-

ng KE for descriptor sampling, instead of performing it at random,

hough, seems to aid in retaining the most important descriptors

nd, thus, the most discriminative information. Similarly, the con-

ribution of joint weighting on efficient action recognition, is high-

ighted by the fact that the proposed method outperforms ELS not

http://vcl.iti.gr/maadre
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Table 4 

Detection mean F-score results on CVD dataset. 

Meshry et al. [12] Proposed 

� = 333 ms 0.85 0.89 

Overlap 0.2 0.91 0.96 

Table 5 

Comparison mean F-score and standard deviation results of action detection 

experiments on the different modalities of MSRC-12 dataset at 0.2 overlap 

ratios. 

Sharaf et al. [16] Meshry et al. [12] Proposed 

Video - Text 0.684 ± 0.074 0.921 ± 0.126 0.983 ± 0.008 

Image - Text 0.687 ± 0.099 0.894 ± 0.085 0.905 ± 0.007 

Text 0.558 ± 0.092 0.788 ± 0.139 0.851 ± 0.012 

Video 0.669 ± 0.082 0.895 ± 0.068 0.927 ± 0.009 

Image 0.598 ± 0.082 0.858 ± 0.086 0.894 ± 0.010 

Overall 0.639 0.871 0.912 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 6 

Comparison results of action recognition ex- 

periments on the pre-segmented MSR-Action3D 

dataset. 

Method Classification Accuracy 

Li et al. [34] 74.70% 

Wang et al. [29] 88.20% 

Hussein et al. [27] 90.53% 

Zanfir et al. [18] 91.70% 

Meshry et al. [12] 96.05% 

Luo et al. [23] 96.70% 

Proposed 96.77% 

Table 7 

Comparison results of action recognition ex- 

periments on MSR-Action3D dataset after au- 

tomatic segmentation. 

Method Classification Accuracy 

Shan et al. [13] 84.0% 

Sharaf et al. [16] 91.1% 

Proposed 96.2% 

Table 8 

Overlap detection mean average precision 

and F-score on MSR-Action3D dataset at 

0.2 overlap ratio. 

Method MAP F-score 

Meshry et al. [12] 0.902 0.930 

Proposed 0.915 0.919 

Table 9 

Mean action recognition results on MSR-Action3D dataset 

Action Sets. 

Experiment AS1 AS2 AS3 

pre-segmented 94.7% 96.2% 96.3% 

automatically segmented 94.9% 95.8% 96.1% 
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only in case they both use half the dataset descriptors ( Table 3 ),

but even when the latter is applied on the entire descriptor set, in

which case its accuracy is 97.79% (see Table 2 ). 

Splitting of dataset subjects in two halves was also employed

for action detection. The subjects used for training in this case

were {1, 2, 3, 4, 5, 6, 7} and the experiment was run 100 times,

randomly alternating sample concatenation order. The mean F-

scores reported in the first row of Table 4 were obtained regard-

ing as accurate those detections triggered within 10 frames (i.e.,

333 ms) from the ground truth segment end. In the following row,

the overlap between the ground truth action interval and the de-

tected one constitutes the factor determining whether the detec-

tion can be considered as positive or not. Again, the proposed ap-

proach outperforms ELS. 

4.4.2. MSRC-12 Dataset 

Adhering to the experimental setup introduced by Fothergill

et al. [33] , for each of the instruction modalities of MSRC-12

dataset, the ‘leave-persons-out’ protocol was adopted, keeping the

minimum subject subset containing all the gestures as test set and

employing all the others for training. Ten such experiments were

performed and the resulting mean F-score for the test sets is re-

ported. The dataset annotation provided by Hussein et al. [27] , con-

sidering action instances to begin at the annotation start and end

at the frame annotated as action point, is also employed, so that

comparable results can be obtained. 

Table 5 summarizes detection results for relative temporal over-

lap percentage to the ground truth annotation at least 0.2. It can be

easily observed that in all modalities the proposed approach out-

performs both [12,16] , achieving state-of-the-art results. Further-

more, it should be noted, that the mean F-score standard devia-

tions of our method are the lowest reported, which is indicative of

the robustness of the method, highlighting the fact that the results

are not affected by the test data to a great extent. 

4.4.3. MSR-Action3D dataset 

Following the cross-subject experimental setup introduced in

[34] , action recognition results obtained on the pre-segmented

MSR-Action3D dataset using half of the subjects (i.e., {1, 3, 5, 7,

9}) for training and the remaining half for testing, are reported in

Table 6 . Mean average results over the 3 Action Sets on 5 runs with

different codebooks are presented and alike [12] , parameter fine

tuning is performed on the training set and used universally. 

It should be noted that the results achieved by the proposed

method, applying joint weighting and using only half of the avail-

able descriptors are comparable to the state-of-the-art reported by

Luo et al. [23] , slightly outperforming them, while also outper-
orming ELS method [12] , which does not perform descriptor sam-

ling for codebook construction in this dataset. 

Similar recognition accuracy was obtained after randomly con-

atenating sequences and performing action recognition on the au-

omatically detected segments, as reported in Table 7 . As was also

he case with the CVD dataset (see Table 2 ), the results on the pre-

egmented data are slightly higher than those on the automatic

egments. This can be attributed to the fact that the segments may

ontain irrelevant frames, while other important frames may be

issing, making them ‘unclear’ and thus burdening recognition. 

As far as action detection for 0.2 overlap ratio is concerned,

able 8 shows that the proposed method outperforms ELS in de-

ection mean average precision, while the opposite happens with

-score, which remains competitive, though. The reason for this, is

hat the devised technique for joint weighting is more effective on

ctions with a greater range of motion than the ones contained

n the MSR-Action3D dataset. This was also verified by the fact

hat Action Set 3, which contains the most complex and ‘active’

estures was the one on which the proposed approach achieved

he highest recognition results in all the performed experiments,

s shown in Table 9 . 

To sum up, the proposed human action detection and recogni-

ion approach has been proven to be very effective on all three

atasets, outperforming other methods and achieving state-of-the-

rt results. Thus, automatic and dynamic weighting can be consid-

red to enhance the descriptor discriminative power and KE-based

escriptor sampling also seems to result in more descriptive code-

ooks. 



F. Patrona et al. / Pattern Recognition 76 (2018) 612–622 619 

Table 10 

Semantic feedback and corresponding frames. The detected and reference skeletons are depicted with red and white colours, respectively. Bold text indicates the fuzzy 

inferences. 

Semantic Feedback Detected Frames 

Draw X - High 

Similarity! 

The highest POSITION error is detected at Left Wrist , at the Latest temporal 

phase (frame 26) of the movement. Please, position your Left Wrist Left and 

Down , at this time instance. 

The highest VELOCITY error is detected at Left Wrist , at the Latest temporal 

phase (frame 26) of the movement. Please, move your Left Wrist Down and 

Backwards at this time instance. 

Standing gluteus 

medius - High 

Similarity! 

The highest POSITION error is detected at Left Wrist , at the Latest temporal 

phase (frame 38) of the movement. Please, position your Left Wrist Left and 

Up , at this time instance. 

The highest VELOCITY error is detected at Left Ankle , at the Early temporal 

phase (frame 10) of the movement. Please, move your Left Ankle Right and 

Forward at this time instance. 

Bend - Low Similarity! The highest POSITION error is detected at Right Wrist , at the Latest temporal 

phase (frame 13) of the movement. Please, position your Right Wrist Right 

and Down and Forward at this time instance. 

The highest VELOCITY error is detected at Left Wrist , at the Latest temporal 

phase (frame 13) of the movement. Please, move your Left Wrist Down and 

Backwards at this time instance. 



620 F. Patrona et al. / Pattern Recognition 76 (2018) 612–622 

Fig. 10. Surfaces of similar actions. The mean and the standard deviation of all the normalized joint errors are high. 
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4.5. Human action evaluation experimental results 

Feeding detected and reference actions to the evaluation com-

ponent, the motion data are analyzed and, using the proposed

fuzzy engine, semantic feedback is retrieved, as described in

Section 3.2 . For demonstration purposes, 3 different actions from

the 3 presented datasets are evaluated, with the semantic feed-

back and the corresponding frames presented in Table 10 . In order

to facilitate reader understanding of joint velocities, the flow of the

joint movements is also rendered. 

The first evaluated action is MSR-Action3D Draw X . As shown in

Table 10 , both the position and velocity highest errors are detected

at frame 26, and thus the semantic feedback provided instructs the

user on how to perform the action for achieving higher similar-

ity with the reference motion at this time instance. Even though

the two actions seem to differ significantly at the frame with the

highest errors, watching the corresponding supplementary video, 2 

it can be easily perceived that the spatiotemporally aligned actions

are of high similarity (as evaluated by the system). 

CVD dataset Standing gluteus medius exercise is subsequently

evaluated. It is worth mentioning that after spatiotemporal align-

ment, the errors between most of the joints are numerically close

to the maximum mean joint error. In this case, the mean normal-

ized position and velocity errors are high, while semantic feedback

is retrieved for further performance improvement. Feeding the mo-

tion data calculated statistics (total as well as per joint mean and

standard deviation of the joint motion features) to the fuzzy en-

gine, allows similarity calculation. In particular, one of the fuzzy

rules, based on the assumption that the performed actions have

mean normalized error close to the maximum mean joint error

and high standard deviation, as depicted in Fig. 10 , stipulates that

the similarity is high. Bend action from the MSRC-12 dataset is

finally evaluated. In this case, erroneous motion capture has oc-

curred due to self-occlusion when bending, resulting in high de-

tected joint errors and, therefore, low similarity. 

5. Conclusions 

In this paper, a novel framework for motion analysis is pro-

posed, performing action detection/recognition and evaluation

based on motion capture data, employing pose and kinematics in-

formation for data description. Motion specific characteristics are

exploited for efficient data weighting and KE features are intro-

duced in the construction of the BoG-based data representation.

Evaluation of the automatically detected and recognized action in-

stances is subsequently performed, and semantic feedback is pro-
2 Supplementary videos can be found at http://vcl.iti.gr/maadre . 

 

 

ided in the form of instructions for conquering the performed

ctions. Experimental results on three public datasets denote the

ffectiveness of the proposed framework, since it outperforms re-

ently proposed state-of-the-art methods by 0.5–6%. Experiments

erformed applying weighting and KE sampling, separately, high-

ight the significance of the framework’s contribution. The per-

ormed evaluation has also been proven accurate, providing in-

ightful feedback, which can be easily perceived and adopted in

rder to master the actions. Thus, the proposed framework can be

sed for unsupervised physical exercise training in several applica-

ions, since it can perform a complete motion analysis, based on

otion data captured with any of-the-shelf device. 
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