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Abstract—The primary objective of this paper is to present the color information is coded as an RGB value per vertex.
and analyze key aspects related to next-generation tele-imersion  This scheme requires the compression and transmission of
applications, studying the end-to-end chain from 3D captuing of ey dense geometry information to avoid blurring and aligs
remote users to rendering. The key modules for 3D reconstruon . - . . .
of moving humans and their mesh compression, are presented in the re_ndered Images. Elnally, |n- [6] ‘f?m 'ma_ge'base‘d Tl
and discussed. The chain performance is evaluated in termsfo Scheme is used, where an intermediate view is interpoldted a
frame-rates, delay, and visual quality. the capture site and compressed using standard video coding

|nle Terms.—TeIe-imme.rsion,.SD reconstruction, mesh com- In this paper, we Study a 3D geometry representation-
pression, real-time, Free-Viewpoint rendering based Tl pipeline, arguing that geometry-based repretemsa
would be preferable as opposed to image-based ones, for the
following reasons: a) Usually, multiple users are “immefse

This work focuses on a future Internet application, calleih a common space, augmented with multiple virtual objects.
Tele-Immersion (TI) [1] and 3D Tele-Presence, motivate§uch a Tl application should normally implement structgrin
by the impressive advances in 3D capturing, visualizand navigation functionalities (like collision detectjosuch
tion and computer graphics. Tl technology aims to enabkind of functionalities can be straightforwardly achievieg
geographically-distributed users to communicate andacte using full 3D geometry-based representations; b) Geometry
inside a shared virtual world, as if they were physicallyréhe based representations can be Free-View-Point and 3D reshder
The substantial factors for maximizing the users’ immersiausing standard computer graphics, along with any 3D virtual
and natural interactiveness is the 3D content quality, db webject. Therefore, such a selection introduces uniforriity
as the data exchange rates between remote sites. Theretorgl framework; ¢) In a multi-party system, a pure image-
fast methodologies for 3D data generation and compressigsised representation scheme would require the interpolati
that allow real-time interaction, are of paramount impoc& and compression of a large number of views at the captuse-sit
The choice of 3D data representation determines the oversdlual to the number of users. Additionally, in a central eerv
structure and performance of a Tl system. The availabigsed system (opposed to a peer-to-peer framework), each
3D representations lie between two extremes [2]: Imageapture-site should send all views that were interpolated f
based modeling does not use any 3D geometry at all aalflusers. For these reasons, the overall system’s perfaena
virtual views are synthesized from natural camera views byight be degraded for a large number of users; d) Finally, a 3D
interpolation. At the other extreme, geometry-based mnogel geometry-based TI system could benefit from the capalsilitie
a scene is represented in the basis of 3D meshes. In betwegiered by future rendering systems, where the 3D contemt ca
other methods such as Video plus Depth (VD) combine imagge rendered in a full 3D, holography-like mode.
based modeling with 3D information (i.e. depth maps).

In a state-of-the-art Tl system [1] multiple depth-maps are
generated in real-time from stereo pairs. Taking advanta8e System overview
of the employed triangulation scheme, only the depth valuesAn overview of the proposed and studied TI communication
for the triangles’ nodes are transmitted. This is an efficienhain is given in Fig. 1. Multiple calibrated RGB-Depth
scheme, but restricted to the specific triangulation ruleth® sensors capture the user and the depth data are used to
rendering site, intermediate views for given view-pointe areconstruct the 3D shape of the user, in the form of a triangle
synthesized by combining the depth data. A similar Tl systemesh. Given that the mesh resolution is adaptable, affgctin
is described in [3], where the depth-maps are captured the reconstruction details and visual quality, the wholeiich
multiple Kinects. However, the data compression/transimis becomes scalable in real-time.
part is not studied. In another Kinect-based Tl approachGiven the reconstructed mesh, the input depth maps and
[4], a 3D mesh is reconstructed at the capture site [5] atfik calibration data, the system finds the RGB camera(s) onto
compressed in real-time before transmission. Howeveingod which each mesh vertex projects. For vertices visible inemor
of the triangles (connectivity) information is restrictieda spe- than one cameras, the two “best” cameras with respective IDs
cific triangulation rule. Additionally, in all above apprdzes, (e.g. ID;, IDs) are found, along with the corresponding two
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Il. TELE-IMMERSION PLATFORM



3D capturing and Reconstruction ) Compression — Transmission - Rendering
3 Decompression

3D Shape Reconstruction Eszmation of Vertex positions + Mesh coding Computation  »
est RGB attributes of
> > —>
(cGeome'FrY 3 cameras and -—> UV coordinates
— onnectivity) weights

h ﬂ mm 2 Multi-texture

— — T — Blending

Multiple RGB texture images e e ratiop datay

BE7 o

Iﬁ h;—i =1 ﬁ Video coding of textures

Fig. 1. An overview of the studied TI chain

weights w; and wo that represent the projection “quality”a single Kinect, the method of [7] was used, while for
and sum up to unity. The original captured depth-maps atee external calibration of the multiple Kinect sensorsr ou
exploited to robustly infer about vertex “visibility”. Eaanesh automatic method that makes use of large planar chessboard
vertex is represented as: surface is utilized. The method simultaneously estimates t
v: [x,y,2 ID1,IDgw |, extrinsic parameters for all cameras, in an all-to-all sagtion
namely by its position and the tripl@iD,, 1D, w,], which is manner. Further details are beyond the scope of this paper.
the described texture-related vertex attributes. In casstax 2) Real-time 3D reconstruction: A volumetric 3D recon-
projects into only one RGB camera, then;IB= 1D, and struction method is used, where the captured 3D surface is
wy; = 1. Notice that IQ and ID, are integers that can beimplicitly defined by a volumetric functior’’(X), which is
represented using only a few bits, since the number of caneraro near the surface of the captured solid. The employed
is small, while the value ofv; can be quantized using alsoapproach [8] is similar to the volumetric Signed Distance
a few bits without affecting the visual quality. Additiohal Function (SDF)-based one [9]. The reader is referred to [8],
notice that neighbor vertices normally share similar valiee [9] for details. Here, an overview is provided for completes.
these attributes, resulting into high compression ratidth w The foreground object of interest is initially segmented ou
coders that exploit the spatial redundancy of vertex aitei. of the depth maps. The foreground object’s 3D bounding box is
The mesh vertices and connectivity are compressed usitigcretized and each vox#l is projected on every depth-map
a static mesh coder. Additionally, the original texture gea k& =1, ..., K to calculate the SD functiorig, (X) = sgn(Zy—
sequences are lossy compressed using a H.264 video codBed(X, X7), whereX? is the “observed” 3D point, according
The compressed data are transmitted and decoded. Thetoethe value on the depth map. A combined volumetric SD
ceiver, having available also the calibration data (whielseh function is calculated from the weighted combination of the
to be transmitted only once), calculates for each vertex theparate functionsV(X) = >, wi(X)Vi(X)/ >, wr(X),
UV coordinates on the corresponding RGB images. Then, tivaere wy (X) are appropriate weights, discussed in the next
3D mesh is rendered with multiple textures, via multi-pagsaragraph. The extraction of the isosurfd¢éx) = 0 using
texturing and making use of the texture weightsandw,.  the Marching Cubes [10] produces the final complete and man-
The UV texture coordinates could have been computedittid 3D mesh. The described volumetric approach is suitabl
the reconstruction site and compressed/transmitted as adldr a CUDA-based parallel computing implementation, since
tional vertex attributes. However, this would result inttaege most of its stages involve pixel/voxel-wise calculations.
number of additional required bits. On the contrary, giveatt Appropriate weights: In [8], the selection of the weight
each vertex has to be reprojected onto one or two RGB images(X) is based on the “quality” of the depth measurements.
this reprojection procedure is computationally “cheapd aan  The “quality” of a depth measurement depends on the “view-
be performed at the receiver/rendering site, without §igamit ing” angle, i.e. the angle between the unit vecky =
computational burden. One may also opine that, IID,, and —Xx/||Xx|| and the observed surface’s nornl. Therefore,
wy, wo could similarly be calculated at the receiver/rendering confidence value for voxel is calculated fromC} (X) =
site. Notice however, that apart from requiring extra cotapu max{Xy, - N;,0}. Additionally, according to observations in
tional time, the original captured depth-maps are expioite practice, the depth measurements near the foregroundtsbjec
infer for vertex “visibility”. This would require the avaibility ~boundaries are noisy. Therefore, an associated confideage m
of the original depth-maps at the receiver site. C%(u) is calculated based on the distance of a depth pixel
. . ) to the depth-image background region. The weights are ¥inall
B. 3D capturing and reconstruction of moving humans calculated from the product of the two confidence metrics.
1) 3D capturing: The utilized capturing system is com- 3) Calculation of texture-related vertex attributes: For each
prised of K = 5 Kinect sensors that provid&0° coverage vertex of the mesh, the two “best” RGB cameras have to
of the whole human body. In order to internally calibratbe found, along with the corresponding two weights that



represent the projection “quality”. Firstly, notice thédiet
weightswy (X),k = 1,..., K contain the visibility informa-
tion. Secondly, the projection “quality” strongly depenais
the “viewing” angle. Moreover, the transition from one tenet
image to the other should be smooth, i.e. the weightsw-

should vary smoothly at mesh regions that are visible in mor -
than one camera. Finally, inaccurate Depth-to-RGB camel “F
calibration may lead to artifacts near object boundariesst

PSNR

such regions on the images should be given a small weight.(a) Recon. Resolution vs PSNR

All these observations are incorporated in the weightsX).

Therefore, the weights),(X) are used in order to speed-up
the process. The two highest weightg, andwy, are found  =s
and normalized such thaty, + wy, = 1. The indicesk; and =
ko are set as the texture IDs for the corresponding vertex. L

C. Textured mesh data compression o
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In Order to transmlt the reconStrUCted geometry over the ne Bits pe?venex per Yr%a?me (bpvf) (&?\y textures) 2 Bits’ h%r vertex per?rame (bpvf)?[)zmy geomelr?)4
work, mesh data compression is emp_loyed. Inthe here_by_,studﬁg) Bpvf (only textures) vs PSNR (d) Bpvf (only geometry) vs PSNR
the reconstructed geometry, along with the vertex atteifuits Fig. 2.
compressed using the open source static mesh compression
scheme OpenCTM (http://openctm.sourceforge.net/). koh e

vertex of the mesh, the two texture 1D (@ndk,) along with  onto 36 virtual views, around the reconstructed object. The
wy, are encoded as vertex attributes, whilg, is implicitly psNR for different resolution levels is calculated withpest
defined asu, = 1 —wy,. The texture IDs are quantized withtg the resolution level 7, which is considered as the refeen
a precision step equal tb (since they are integer numbers)econstruction resolution level. In Fig. 2(b), the recomstion
while the weightswy, are quantized with a large precisionrame-rate in frames per second (FPS) is depicted with oespe
step, equal t0.2, without affecting the observed visual qualityyq dgifferent reconstruction resolution levels. For thet mfghe
The rest of the selected parameters for the CTM encoder @igeriments, the reconstruction resolution 6 was chosen as
discussed and analyzed in the experimental section. a reasonable compromise between visual quality and frame-

The texture images of the mesh are separately compresggds.
using H.264 video coding. A wrapper for the openH264 the siudy continues by investigating the impact of the
(http://www.openh264.org/) library was developed anddusy 264 compression to the visual quality. In Fig. 2(c), théRS
for that purpose. The Intra-frame period was set equali@s o the sequence is plotted with respect to the quantization
an often seI(_ectlon |n_V|de0 appllcat|or_15. Image _der_1(_)|sna§ Wparameters of base quality layer, denoted her@aand the
enabled, which practically showed to increase signifigeti®  .,responding average Bits Per Vertex per Frame (bpvf) for
compression ratio. In the experimental section, we stu@y tiompressing the texture images. The PSNR is calculated with
performance of the system with respect to the quantizatigfspect to the rendered mesh using the original uncompresse
parameters of base quality layer. texture images. The quantization parameters is selecteal eq

I1l. EXPERIMENTS to Q = 28, which corresponds to approfbpvf and a PSNR

In this section we study the performance of the end-to-efitpse to 30dB, as a reasonable compromise between visual
Tl chain in terms of visual quality, as well as timing measurdjuality and compressed textures size.
ments that affect the total tele-immersion experiencertieo  Having chosen a reconstruction level= 6 and set the
to provide actual and accurate comparisons with respebieto t.264 quantization parameter @ = 28, we further investi-
different reconstruction and mesh compression parameéiers gate the impact of the absolute vertex precision, used in the
experiments were conducted by using a prerecorded sequemg¢antization process of OpenCTM compression (denoted here
of 310 multi-Kinect frames and simulating the transmissio®s d), to the final visual quality. The results are depicted in
part. Data were transmitted between two PCs in our intrarfe. 2(d). A vertex precision of = 8mm, which corresponds
and a network delay was simulated by considering differetet approx.4.8bpvf and a PSNR close to 22dB, was chosen to
line bandwidths. The PCs used in the experiments feature lzve reasonable quality outcome after subjective evaluati
Intel i7 processor (3.2GHz), 8GB RAM, and a CUDA-enablellor the reader’s convenience, a frame of the evaluation se-
graphics card NVidia GTX 650. guence is depicted in Fig. 3 under different resolution leve

In Fig. 2(a) we evaluate the visual quality of the recorand compression parameters for subjective evaluation.
struction method for different voxel grid sizes (i.e reswn Finally, for the chosen visual quality settings, we evauat
levels). For the resolution leve| the corresponding voxel grid the performance of the whole chain in terms of frame-rate at
size is2" x 2" x 2". The visual quality is evaluated in terms otthe receiver side, as well as the delay between the capturing
PSNR, which is calculated by rendering the textured mesh@se and rendering time at the receiver. The factor thah&nmt

Evaluation Diagrams
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Fig. 4. Time measurements for the whole capture-to-rentiamc

chain is 2sec at minimum. Contrariwise, with faster network
channels £ 7Mbps), the experience is significantly improved.
(@) 7 = 7, uncompressed. (b) r = 6, uncompressed. The delay is approx. 0.5 sec (blue curve) and the rates at the
receiver are close to the reconstruction rates in the ceysite.
V. CONCLUSIONS AND FUTURE WORK

In this paper, an end-to-end Tl chain was proposed and its
key elements were analyzed. Its performance with respect to
the various parameters was in detail evaluated. An advantag
of the system is its scalability, since both the 3D recormsion
and compression modules are scalable and adaptable to the
characteristics of the users’ workstations and the network
Studying variants and potential improvements of the sépara
chain modules (e.g. time-varying vs static mesh compra$sio
and more importantly variants of the chain as a whole (e.g.
considering multi-view VD coding and 3D reconstruction at
the receiver site) is also in our future plans.

() r =16, d=8mm. (d) r =6, d =20mm.
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