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ABSTRACT

In this article a complete and innovative sys-
tem for automatic creation of 3D environments
from multimedia content available in the network
is presented. The core application provides an
interface where the user sketches in 2D the scene
that s/he aims to build. Moreover, the GUI appli-
cation exploits the similarity search and retrieval
capabilities of search-enabled content-centric
networks to fetch 3D models that are similar to
the drawn 2D objects. The retrieved 3D models
act as the building components for the automati-
cally constructed 3D scene. Two CCN-based
applications are also described, which perform
the query routing and similarity search on each
node of the CCN network.

INTRODUCTION

In the new era of the media Internet where multi-
media content is overflowing the networks and
users are usually near a networked device, the
available forms of communication seem inade-
quate. IP has changed the way we communicate
and entertain ourselves, using voice over IP (VoIP),
videoconferencing, IPTV, email, instant messaging,
social networks, and so on. However, now is the
time users really need a completely new user expe-
rience that transcends these communication forms.

In this new form of communication, 3D virtu-
al environments will be the places for meeting,
conversation, and entertainment among friends
and colleagues. Moreover, these places will be
constructed dynamically from each user based
on the exact needs of the communication ses-
sion. In order to do so in an easy and intuitive
way, users should have the ability to search,
retrieve, and use the deluge of multimedia con-
tent available in the networks as building com-
ponents of a new 3D environment. However, in
the current Internet architecture search and
retrieval of multimedia content is not addressed

sufficiently since the need for such services
appeared rather late in the design process. On
the other hand, the new trend of content-aware
networks aims to solve exactly theses issues by
focusing on the content, not on the host comput-
ers and their network addresses. This approach
allows the user to retrieve content by its name
without knowing where this content resides.

The Internet has evolved from a network of
computers to a limitless resource of multimedia
content with critical societal and commercial
impacts. This fact led the academic community to
study different new architectures that put the con-
tent in focus. In the 4WARD project a system for
flexible, modular network components is exam-
ined [1], and an information-centric paradigm
focuses on information objects rather than end-
to-end connections. In the ANA framework
generic abstractions of networking protocols are
presented in order to support network hetero-
geneity and coexistence of clean slate and legacy
Internet technology and protocols [2]. Koponen et
al. propose a replacement of DNS with flat, self-
certifying files in the DONA architecture [3]. Van
Jacobson et al. [4] proposed the content-centric
networking (CCN) approach, where the content is
routed based on hierarchically named compo-
nents. The CCN protocol is based on two packet
types, Interest and Data. The consumer transmits
an Interest packet, which is propagated in the
network only to the nodes with available content.
As a result, Data packets return to the consumer
from the path the Interest packet passed. Based
on the CCN architecture, Daras et al. [5] pro-
posed an extension that introduces similarity mul-
timedia content search in such networks. In
search-enabled CCN, the user is able not only to
retrieve content objects by name but also query
the network for similar multimedia content.

At the same time, there are a plethora of aca-
demic as well as commercial attempts to build a
workflow that target on virtual 3D environments.
Many of them aim at corporate communications,

152

0163-6804/11/$25.00 © 2011 IEEE

IEEE Communications Magazine ¢ March 2011



giTCP/IP

PC hosting CCN search to
sketchTo3D IP gateway
application

CCN router

CCN search-

Figure 1. The system's architecture.

events, and meetings, while others aim at e-
learning applications or entertainment.

Products such as Assemb’Live, 3Dxplorer,
web.alive, and Second Life are some of the com-
mercial software available as services or appli-
ances. All of them have their advantages and
disadvantages based on the targeted audience
due to the different background of each firm.
Unfortunately, none of them provide a fast and
easy-to-use interface for constructing on the fly a
3D environment from the media content that
exists on the network nearby.

Sketch as a user interface has been studied in
various works in recent years, since drawing is
one of the primary forms of communicating
ideas. Humans tend to draw, with simple feature
lines, the objects or places they want to describe.
Chen et al. use sketch input along with some
word tags to retrieve relevant images from a
database and montage a novel image [6]. Howev-
er, the search queries are in fact word tags, while
the sketch helps only with the positioning of the
objects and refinement of the search results. The
PhotoSketch system presents another approach
for achieving sketch to image retrieval, based on
the direction of the gradients of the sketch
images [7]. Pu et al. [8] present a sketch-based
user interface for retrieving 3D computer-aided
design (CAD) models. Various papers propose
different descriptors and methods for extracting
features from sketch images for 2D image or 3D
model retrieval. However, to the best of our
knowledge, none of them is targeting the cre-
ation of 3D worlds using such asymmetric
retrieval of 3D models from 2D sketches.

In this work we present a complete working
environment for automatic construction of such
3D virtual places by exploiting the search-
enabled CCN architecture and applying multi-
media retrieval principles for the retrieval of 3D
models from 2D sketches. The user sketches a
2D drawing of the scene s/he wants to construct.
The objects, drawn in the 2D sketch, form the
queries dispatched in a CCN to find similar 3D
models. The similar media content are retrieved
from the CCN through a gateway, and, finally, a
3D environment is automatically constructed.

The rest of the article is organized as follows.
The next section presents the overall system
architecture and the subsystems of the proposed
framework. We then give a detailed description
of the proposed sketchTo3D application. Next,
we describe the search components of the CCN
network and present the experimental setup.
The final section draws conclusions on the cur-
rent work and gives insights for the future.

SYSTEM ARCHITECTURE

The main components of the proposed system
are an application named sketchTo3D, which
provides the sketch user interface and displays
the 3D virtual environment; the searchGateway
application, which acts as a gateway between
TCP/IP and the CCN network; and finally, the
searchProxy application that runs on every
search-enabled CCN party in order to perform a
similarity search in their local repository.

Figure 1 presents the overall architecture
with the search-enabled CCN, the CCN search
gateway, and the end user’s PC that hosts the
sketchTo3D application. All these components
are explained in detail in the following sections.

THE SKETCHTO3D APPLICATION

Querying by example (QBE) is a very common
technique for querying multimedia databases.
However, a prerequisite for the user is to have
an object that is similar to what s/he is looking
for. From this point of view, the QBE approach
may not be that practical for a single-modality
search. On the other hand, in a multimodal
setup where objects from one modality are
always available to the user (e.g., sketch) for the
formation of queries, the searching in such a sys-
tem grants a greatly enhanced user experience.
The sketchTo3D application aims to provide
the user with an easy-to-use interface for search-
ing 3D models and building a 3D virtual world.
The application is coded in C++ using the QT 4.6
library for the graphical user interface (GUI), multi-
threading, and networking components. For the ren-
dering of the 3D models, the openGL library is used.

|
Querying by example
(QBE) is a very com-
mon technique for
querying multimedia
databases. However,
a prerequisite for the
user Is to have an
object that is similar
to what s/he is
looking for. From
this point of view,
the QBE approach
may not be that
practical for a single-
modality search.

IEEE Communications Magazine * March 2011

153



|
For the insertion of a
3D model into the
3D virtual world,
three basic
parameters should
be known: the
positioning of the
object in the 3D
space, the scale of
the object with
respect to the other
objects of the scene,
and the orientation
of the 3D model in
order to view it from
the right angle.

The sketch area

" sketchTo3D
Fie Options Heb

toobar 8%

m— )
8 < | penwidth
Toolbar with Ol
basic functions
—

e

The results

The 3D
virtual
world

pane. Each
search has
a separate
tab.

search #1 with CvD_212 B | search #2 wth cvD_212

widget

Figure 2. The GUI of the sketchTo3D application.

The sketch area is locked at the center of the
GUI, and all other widgets are flexible to be
docked at the left, right, top, or bottom of the
application allowing the user to build a working
environment that fulfills his/her needs (Fig. 2).
At the left pane of the GUI (as depicted in Fig.
2) there is the basic toolbar with actions such as
brush size or clearing the sketch. The submit
button is pressed every time the user finishes
drawing an object in order to start the search for
similar 3D objects. The search process runs on a
separate thread; thus, the user can continue
drawing the next object in his/her scene.

To the right side of the GUI the 3D virtual
world is depicted as it is seen from a single cam-
era pointing at (0,0,0) in Cartesian coordinates.
The user may translate, rotate, and zoom the vir-
tual camera by applying left, middle, or right
click-and-drag mouse gestures, respectively, on
the widget.

Finally, at the bottom of the GUI the tabulat-
ed widget for the presentation of the search
results is locked. Each search session is separat-
ed in a different tab in which the results are pre-
sented in ranked lists from the most to least
similar objects.

By double clicking on an object in the results
pane, the 3D model is placed in the scene at the
correct position. When all the results have been
retrieved and the user has selected the appropriate
3D models from the ranked lists, the 3D environ-
ment is completed. By applying the same mouse
actions described above, the user may navigate
inside the 3D world and explore the object set.

SUBMITTING A SEARCH QUERY

After the user clicks on the search button of the
toolbar, a new search session is initiated. Since
the search has to be conducted on each object of
the scene alone, a segmentation step has to take

place first. Our segmentation technique makes
the assumption that the user does not draw over-
lapping objects. Taking this into account the
application keeps a history of the sketched
images between each search. For isolating the
new object from the scene, a simple subtraction
of the current sketch image from the previous
one is automatically made. Then a bounding
square of the object is found. If the bounding
square is larger than 100 x 100 pixels, a scaling
step takes place in order to have a 100 x 100 pix-
els image of the object. The procedure is pre-
sented in Fig. 3. The scaling of the query image
helps the descriptors extraction algorithm run
faster, and thus be efficient for real-time usage,
without crucially affecting the retrieved results.
After the isolation of the sketched object from
the scene, a new thread is initiated that handles
all the procedures concerning this search without
blocking the whole application from working
properly. The query image extracted from the
segmentation process is fed in the CMVD
descriptor extractor [9], and a descriptor vector
of low-level features of size 212 is computed.
This descriptor vector is the actual query for
each search. The next step is to make a request
for connection to searchGateway using a TCP
socket. When the connection is established and
after a handshake process, the descriptor vector
is sent to searchGateway for searching the CCN
network. Finally, the thread enters in an idle
state waiting for the gateway to reply with results.

FROM SKETCH TO 3D

For the insertion of a 3D model into the 3D vir-
tual world, three basic parameters should be
known: the positioning of the object in the 3D
space, the scale of the object with respect to the
other objects of the scene, and the orientation of
the 3D model in order to view it from the right
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angle. The following subsections describe our
approach to these issues.

3D Model Positioning — The position of the
3D object in the 3D environment has to be
inferred from the position of the object in the
2D sketch image as well as with respect to other
objects in the sketch.

In our approach we assume that all the
objects of the scene are attached to the ground,
so the Y coordinate of the 3D world is always Y
= ( (we have no elevation). Thus, by using as a
reference point the lower-most point of the
sketched object, we map the X-Y coordinates of
the 2D to the X-Z coordinates of the 3D world,
as seen in Fig. 4.

A heuristic stretch factor needs to be taken
into account in order to map the height of the
sketch image to the required depth in the 3D
world. The user interface provides the user the
ability to change the stretch factor and experi-
ence a deeper or narrower 3D scene, after the
insertion of the objects in the scene (Fig. 2).

Scale — Taking into account the fact that all the
3D models are normalized at the unite sphere as
in [9], the ratio of the 2D sketches may be used
to apply the scale in the 3D environment. Indeed,
the sketchTo3D application keeps an array of all
objects that are drawn in the 2D sketch and their
relevant sizes based on the size of the first object
drawn. Moreover, in order to keep the ratio
intact, we calculate the relevant sizes with a
bounding square of every object at its centroid.
Finally, based on this information a scaling factor
is applied to every 3D model that is entered in
the 3D virtual environment.

Orientation — The orientation of 3D models is
still an open issue, and much research is con-
ducted toward an efficient solution. However,
for this application we use a simple solution that
works efficiently.

We make the assumption that if we have a
large unbiased database of 3D objects and their
2D view descriptors, and query this database with
a sketch of a 2D view, the most similar results
would be not only the most similar objects, but
also the exact views of these similar objects.

Moreover, by using the rotation matrix we
used for the extraction of the 2D views of each
model, we may orient the 3D models in the 3D
world with respect to the virtual camera coordi-
nates. Since the descriptor extraction technique
we use extracts descriptors for 18 views of each
3D model, the application is able to orient the
3D model in question in 18 different angles in
the scene [9]. For finer tuning of the orientation
of the 3D model, the user interface of the
SketchTo3D application allows for manual in-
place rotation of the model.

SIMILARITY SEARCH IN
CONTENT-CENTRIC NETWORKING

The CCN architecture as described in [4] and
implemented in the CCNx project [10] permits
retrieval of content, provided that the consumer
knows all or at least a prefix of the name of the

a) b) )
3
v d) e) f)

Figure 3. The steps for the extraction of the query image from the sketch: a) 800
x 745 pixels. The current sketch and the image to subtract for the next sketch;
b) 800 x 745 pixels. The Isolated object; c) 100 x 100 pixels. The final query
image the is fed into the CMVD algorithm; d) 800 x 745 pixels. The current
sketch and the image to subtract for the next sketch; e) 800 x 745 pixels. The
Isolated object that resulted by subtraction of image 3a from image 3d; f) 100

x 100 pixels. The final query image is fed into the CMV'D algorithm.

desired content object. Although this design has
some serious advantages, it does not solve the
problem of similar content searching, which is
one of the most critical issues for future media
Internet architectures. Our previous work in [5] is
a first attempt to face this issue by proposing a
search protocol as an extension to the CCN archi-
tecture. In the current work we use the aforemen-
tioned protocol to build a searchProxy daemon
that works on the user space in the Linux system,
as well as a gateway that works on the edge of the
CCN network in order to interface it with other
applications over TCP/IP networks.

The search-enabled CCN network as depicted
in Fig. 1 has two basic components: the CCN
gateway, which is responsible for the intercon-
nection of the CCN with the TCP/IP network,
and the CCN party, which is a node of the net-
work that acts as a consumer and producer of
data. The CCN search gateway computer should
have the searchGateway application and a
CCND [10] daemon that is the actual CCN
router. For the CCN party the applications need-
ed are the CCND router, the searchProxy appli-
cation that implements the search protocol and
conducts the searches for similar objects, and a
file proxy application. The file proxy application
is an implementation of a CCN repository avail-
able as a demo application with the CCNx pro-
ject distribution [10].

The searchGateway and searchProxy subsys-
tems are presented in the following two subsec-
tions.

THE SEARCHGATEWAY

The CCN searchGateway is a Java application
that runs on a Linux computer and interfaces
the CCN with the TCP/IP network. The basic
operation of the application is to receive search
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Figure 4. Map X-Y coordinates from the sketch image to X-Z coordinates of

the 3D world.

requests from outside the CCN network (via
TCP connections), form the Interest queries,
and submit the search Interests to the search-
enabled CCN network. If there are similar
objects in the CCN network, the CCN search-
Gateway first receives and caches the similar
content from the CCN parties, and then commu-
nicates with the client that started this search to
send the requested content using FTP.

The gateway in idle time listens on a TCP
socket for new clients from the IP side. When a
new client requests a connection, a new thread is
initiated that handles the connection. After the
connection is established, a handshake proce-
dure is followed to confirm that this is a valid
client, and finally, the descriptor vectors from
the query object are sent to the CCN gateway to
form the search Interest. Figure 5 presents the
messages exchanged by the CCN gateway and
the sketchTo3D application for the initiation of
a search session.

Upon reception of the descriptors vector
from the sketchTo3D client, the searchGateway
forms a search Interest, described in detail in
[5]- In short, the search Interest name contains
the descriptor vectors as well as the local name
prefix in order for the CCN parties to refer to
the CCN gateway that expressed the Interest.

While the main loop of the gateway waits for
new search requests, the thread that expressed
the Interest enters in a wait state, waiting for the
CCN search-enabled parties to answer with simi-
lar multimedia objects. As a result of a success-
ful search in a CCN party, a list of content names
is sent to the gateway. The first record of the list
refers to a file containing the ranking of the suc-
cessfully retrieved content and the distance of
each one from the query.

The CCN searchGateway waits for a prede-
fined time window for responses and finally uses
the ranked lists from the CCN parties to re-rank
the available content. The re-ranking is based on
the Euclidean distance (L2) of each content
descriptor vector to the descriptor vectors of the
query object. The result of this procedure is a
new ranked list from which the top K most simi-
lar 3D models are retrieved and cached in the
CCN searchGateway. Moreover, for every file
that is cached in the temporary FTP directory of
the gateway, a message is sent to the sketch-

To3D application informing it that a result is
available as well as the ranking of this result.
This message is transmitted through the TCP
socket that was initially established for the trans-
mission of the query descriptors. As described
above, the sketchTo3D application gets the
resulting 3D model files using the FTP client.

THE SEARCHPROXY APPLICATION

The searchProxy is also a Java application. Each
search-enabled CCN party must have a search-
Proxy running in the background in order to
support the CCN search protocol. A searchProxy
instance is responsible for indexing the content
that is available on the party’s local repository
and reply to search queries if similar content
exists in its index.

For each 3D object in the local repository
(file proxy) that has to be indexed, CMVD [9]
descriptors (212 values for each view, 18 views in
total) are extracted and saved on a local
database. The searchProxy application uses a kd-
tree indexing structure implementation in order
to organize the records and perform fast exact
searches or nearest neighbor searches. The
search process is as follows.

First, a nearest neighbor search is performed
to find the 10 most similar records in the
database. Since the database consists of the
descriptor vectors of the views of the 3D models,
sometimes there are more than one views of the
same 3D model that match the query and appear
in the returned list. As a result, in a second step
possible double records of 3D models are
removed from the returned list. Third, the
Euclidean distance is calculated between the
query descriptors and each nearest neighbor in
order to have the exact distances. Next, the 3D
objects with distances greater than a threshold
are also discarded from the results list. Based on
the remaining objects and their distances, a
ranked list file is created in the local repository
containing information such as each object’s
name, distance from the query, and the rotation
matrix of the winning view of the 3D object.
Then a collection of objects is compiled with the
first one being the name of the ranked list file.

After the compilation of the collection of 3D
models that successfully passed the similarity
matching process, a reply Interest is expressed to
advertise the available results. When this Inter-
est reaches the searchGateway, it is on the
searchGateway’s side to collect the desired con-
tent from the file proxy that serves these content
objects as described in the previous subsection.

EXPERIMENTAL SETUP

The experimental setup consisted of one Win-
dows PC that hosted the sketchTo3D application
and two Windows PCs that hosted in total four
virtual machines running the Ubuntu Linux oper-
ating system in order to form the CCN network.

The first virtual box (VB1) worked as both a
CCN search gateway and a CCN party. In other
words, both searchGateway and searchProxy
applications were running on the VBI1 virtual
machine. All the other virtual boxes (VB2, VB3,
and VB4) played only the CCN party role of the
network.
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For the 3D models database we used the
SHREC 2008 generic models track, which con-
tains 1814 3D models of various objects (humans,
vehicles, plants and flowers, etc.). The database
was manually split into four overlapping parts,
and each part was stored on a different virtual
box of the CCN network in order to have differ-
ent records on the different nodes of the network.
However, we introduced a small overlap in order
to test how duplicates would be handled from the
re-ranking process of the gateway application.

CONCLUSIONS AND FUTURE WORK

In this article we have presented a search and
retrieval scheme that uses a single sketch to
retrieve 3D models and compile a 3D environ-
ment by using the available multimedia content
traveling in a content-centric network. By expand-
ing the content-centric network to support multi-
media similarity content search, we provide users
the ability to retrieve multimedia content already
available in the network without knowing where
this content is stored or the name of each con-
tent in question. On the other hand, the sketch-
based user interface is an intuitive UI that
provides a greatly enhanced user experience for
multimedia content search while helping users
express in detail their thoughts and ideas.

For the future, as far as the user interface is
concerned, we plan to rebuild it in a web applica-
tion in order to have a wider group of testers and
extend the user’s actions available in the current
version. Also, we are considering inserting real 3D
video streams so as to create real-time on-the-fly
3D immersive environments from simple sketches.
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