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Abstract—Sign language recognition (SLR) refers to the 
classification of signs with a specific meaning performed by the 
deaf and/or hearing-impaired people in their everyday 
communication. In this work, we propose a deep learning 
based framework, in which we examine and analyze the 
contribution of video (image and optical flow) and skeletal 
(body, hand and face) features in the challenging task of 
isolated SLR, in which each signed video corresponds to a 
single word. Moreover, we employ various fusion schemes in 
order to identify the optimal way to combine the information 
obtained from the various feature representations and propose 
a robust SLR methodology. Our experimentation on two sign 
language datasets and the comparison with state-of-the-art 
SLR methods reveals the superiority of optimally combining 
skeletal and video features for SLR tasks. 

Keywords—sign language, deep learning, optical flow, 
skeletal data, probability fusion 

I. INTRODUCTION 
Variants of sign languages are employed by millions of 

deaf or hearing-impaired people around the world in order to 
communicate in their everyday life. As a result, the 
automatic translation of sign languages is considered vital 
and important for these people. Unfortunately, there are 
several reasons that render SLR a challenging research area. 
It is true that sign language differs from country to country, 
making the creation of a universal SLR system infeasible. 
Furthermore, the significant sign language variations based 
on the ethnicity of signers pose challenges to the creation of 
a large publically available dataset. This means that there is 
not a widely acceptable sign language dataset for 
experimental evaluation and most SLR methods are 
evaluated on their own small and usually inadequate datasets. 

Other problems that can increase the difficulty of 
developing an accurate and robust SLR methodology are the 
variations in the signing style between individuals, as well 
as, the variations in the signing style of the same individual. 
Additionally, each sign language consists of thousands of 
signs that can differ by subtle changes in hand shape, motion 
and position. Finally, the capturing of the most important 
body parts in sign language, i.e., hands, suffers from 
significant finger overlaps and occlusions. 

A key challenge in SLR is the design and extraction of 
visual descriptors that can reliably identify and classify signs. 
To this end, we propose an isolated SLR system that extracts 
discriminative features from videos. More specifically, we 
initially extract video (image and optical flow) and skeletal 
(body, hand and face) features from videos, then derive more 
descriptive ones by employing simple recurrent deep 
learning modules and finally fuse the information of the deep 
modules by means of a meta-learner and a probability fusion 
scheme. To this end, we also compare and evaluate the 

contribution of various fusion schemes to the performance of 
our proposed SLR methodology. The contributions of this 
work are summarized below: 

a) Our proposed method comprises the first attempt to 
combine video and skeletal features in a holistic SLR 
system based on a deep learning approach. 

b) Our proposed SLR system combines different 
streams of information related to the motion of a 
singer, such as body, hand and face features. 

c) We evaluate various fusion schemes in an attempt to 
optimally combine the information from the various 
data streams. 

The rest of the paper is organized as follows: in Section 
II, we perform a literature review of state-of-the-art SLR 
methods. In Section III, we present our proposed 
methodology for the extraction and classification of video 
and skeletal features, as well as the various proposed fusion 
schemes. Finally, in Section IV, we perform an experimental 
evaluation and comparison of the proposed method against 
other SLR techniques, while in Section V, we summarize our 
work by drawing conclusions. 

II. RELATED WORK 
The criterion of data acquisition method is often used in 

the literature to classify SLR methodologies in two 
fundamental categories. The first category consists of direct 
measurement methods that involve the use of data gloves, 
multiple sensors attached to hands and body and motion 
capturing systems [1][2]. Such sensors allow the extraction 
of accurate motion data that describe the movement of hands, 
head and other body parts that are useful for the 
classification of signs. As a result, direct measurement 
methods can lead to the development of accurate and robust 
SLR methodologies, at the expense of complicated and 
costly setups and obtrusive systems because the movements 
of a signer are severely restricted from being in direct contact 
with the input devices. 

The second category of SLR methods consists of vision-
based approaches. These approaches attempt to overcome the 
limitations of the direct measurement methods by relying on 
the extraction of descriptive temporal and spatial features 
from videos captured by cameras and depth sensors [3][4]. 
Although the vision-based methods allow a signer to perform 
gestures with no restrictions, the data gathered can be noisy 
and inaccurate due to overlaps and occlusions between 
fingers and other body parts. Next, we present a review of 
previous works related to vision-based approaches since our 
proposed methodology can be classified as such. 

In order to classify hand gestures, most vision-based SLR 
approaches attempt to initially detect and extract hand 



regions. Traditionally, hand detection is achieved by skin 
color detection and semantic segmentation [5][6]. 
Unfortunately, other body parts, such as face and arms 
possess similar skin color information; thus they can be 
erroneously recognized and extracted along with hands. As a 
result, recent hand detection methods rely also on face 
detection and background subtraction in order to identify 
only the moving parts of a scene [7][8]. Moreover, hand 
detection methods usually employ tracking techniques, such 
as Kalman and particle filters in order to handle occlusion 
problems and achieve accurate and robust hand detection and 
extraction [8][9]. 

As far as hand gesture classification is concerned, several 
methods employ the extracted hand regions and compute 
distances between histograms of optical flow [7] or feature 
covariance matrices from pixel intensities [8]. The success of 
Hidden Markov Models (HMM) on several tasks, such as 
speech and handwriting recognition, has led to their use on 
SLR as well. Several SLR methods employ the original or 
modified versions of HMMs on the extracted hand shapes 
and positions in order to reliably classify hand gestures 
[10][11][12]. 

Recently, the superb performance of deep learning 
algorithms on several computer vision tasks has led many 
researchers to adopt them for SLR as well. More specifically, 
Koller et al. proposed a hybrid SLR system based on a 
convolutional neural network (CNN) and an HMM, where 
the CNN was employed in order to identify the hand shape 
and its probabilistic output was then fed to a HMM in order 
to guide its inference [13]. The same authors subsequently 
improved their SLR method by additionally employing 
bidirectional recurrent neural networks, in the form of Long 
Short Term Memory (LSTM) units [14]. On the other hand, 
Huang et al. proposed the use of 3D CNNs that can 
automatically capture both temporal and spatial information 
from the raw video sequences, without the need for 
designing features [15]. Finally, Konstantinidis et al. in [16] 
proposed a skeleton-based approach using recurrent neural 
networks and linear dynamical systems [17] so as to 
accurately classify signs. 

In this work, we propose a novel SLR methodology that 
bridges the gap between direct measurement and vision-
based approaches, thus taking advantage of both methods 
and overcoming their limitations. More specifically, we 

propose a novel system that processes video sequences in 
order to extract video and skeletal features that will then be 
employed for robust SLR. Apart from the body and hand 
skeletal data, in this paper, we analyze the effect of not only 
image and optical flow features, but also face features and 
investigate alternative fusion schemes in order to identify the 
optimal one that allows for the reliable detection and 
classification of gestures.  

In this way, we present a holistic, unobtrusive SLR 
system solely based on the processing of video sequences 
without the need for sensors that limit the movement of 
signers. Finally, we show that the proposed system can 
achieve accurate and robust SLR results by optimally fusing 
highly discriminative video and skeletal features. 

III. METHODOLOGY 
A block diagram of the proposed SLR methodology is 

presented in Fig. 1, where it is shown that our method is 
based solely on the processing of video sequences and the 
extraction and fusion of discriminative features for the 
classification of video sequences to isolated signs. 

The proposed methodology relies on the extraction of 
video (i.e., image and optical flow) and skeletal (i.e., body, 
hand and face) features from video sequences. To derive 
video features, we employ the VGG-16 network [18], pre-
trained on ImageNet on both the raw video sequences (i.e., 
image features) and the optical flow images (i.e., optical flow 
features). In order to obtain the optical flow images, we 
employ the well-known and accurate optical flow deep 
network, FlowNet2 [19]. Regarding the skeletal features, we 
employ the OpenPose algorithm [20], which is a deep 
network, capable of producing hand and body skeleton joints 
and face points by processing raw videos. The positions of 
the provided by OpenPose skeletal data are presented in Fig. 
2. The output of OpenPose is 18 body and 21 hand 2D joints 
and 69 2D face points. Subsequently, we discard 6 body 
joints, as shown in Fig. 2a, because firstly a signer is usually 
sited and thus the leg joints are not visible and secondly the 
leg joints do not participate in the signing process and thus 
they do not carry any valuable information. 

Furthermore, only the right hand skeleton joints are 
extracted as the right hand is the main signing hand in our 
datasets, although there are signs executed by both hands. 

 
Figure 1: Block diagram of the proposed SLR methodology. Each data stream is shown with a different color. 



Finally, before employing the skeletal data, we normalize 
their positions by transforming them from image to local 
coordinate systems. The origins of the local coordinate 
systems are chosen to be the neck, wrist and upper nose point 
for the body, hand and face skeleton, respectively (see Fig. 
2). The purpose of this transformation is to make the skeletal 
data invariant to the absolute location of the signer in the 
scene. 

Two additional spatial features are employed by 
processing the body and hand skeletons and computing the 
joint-line distances [21]. Joint-line distances model the 
distances from each joint to its projections on the lines 
formed by every other skeleton joint pair. Given three 
different joints of a skeleton 3
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where ( )∗∗,d  denotes the distance between two 2D joint 
coordinates and ( ) ( ) ( )( ).,,,5.0 133221 JJdJJdJJds ++= The 
motivation behind the selection of the joint-line distances lies 
on the fact that these features constitute an alternative spatial 
feature representation that models the relationship between 
joints. As a result, joint-line distances can complement the 
other feature representations, forming an additional 
descriptive spatial representation that can significantly 
improve SLR results. The reason why joint-line distances are 
not computed for the face points as well lies on the fact that 
the number of computed face points is quite large, thus 
leading to an enormous amount of face joint-line distances 
(i.e., over 150k distances). As a result, the computational 
complexity for the processing and classification of such 
enormous vectors would be really high. 

Therefore, seven data streams are created from the 
processing of the raw video sequences. These streams are fed 
to stacked LSTMs, which are several LSTM units put one 
after the other. These units are individually optimized to 
achieve best performance for the SLR problem at hand. A 

meta-learner is also employed that concatenates the features 
computed from the stacked LSTMs and then processes them 
a bit further to derive even more powerful and discriminative 
features by using a fully connected (FC) layer. The purpose 
of the meta-learner is to combine the features of all streams 
by weighing them differently based on how significant their 
contributions are for the given SLR task. In this way, we 
enhance the learning procedure and improve the 
discrimination and generalization ability of the proposed 
SLR system. The seven data streams, along with the meta-
learner stream, form a set of eight classifiers that are then fed 
to softmax layers so as each of these classifiers produces its 
own probabilities that a given video sequence belong to a 
certain class. 

To fuse the aforementioned probabilities, the work in 
[16] proposed the averaging of the data streams, the 
computation of an overall probability and then again, the 
averaging of this probability with the probability of the meta-
learner in order to obtain the final probability per class. In 
this work, we not only employ the aforementioned averaging 
fusion scheme, which we name AV in short notation, but we 
also investigate other fusion schemes so as to find the 
optimal way to combine the eight streams and improve the 
performance of the proposed SLR methodology.  

To this end, we test majority voting (MV), which is a 
well-known technique that accepts as class of a tested video 
sequence, the one with the most votes from the employed 
classifiers. Furthermore, inspired by the work of [22], we 
employ Dynamic Score Combination (DSC) [23][24] and 
Particle Swarm Optimization (PSO) [25]. DSC attempts to 
combine the individual probabilities in a way that the 
combined probability distribution exhibits a larger separation 
than the probability distribution produced by the individual 
classifiers. Since DSC is employed in two-class optimization 
problems and our problem is multi-class, we had to adapt 
DSC slightly so that each class is compared against all other 
classes. Given the probability of a classifier for a single class 

,ip with ,8..1=i the overall probability based on DSC is 
given by: 
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and m is equal to the number of classifiers (i.e., 8=m in 
our case). Another fusion scheme is the PSO, which is a 
global optimization algorithm, motivated by social behavior 
of organisms such as bird flocking and fish schooling. In this 
context, the overall probability of a class is given by the 
weighted aggregation of the individual probabilities as: 
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Figure 2: Body and hand skeleton joints and face points extracted from 
OpenPose [20]. We denote with red zeros the joints chosen as origins 
of the local coordinate systems and with red crosses the joints that are 
not taken into account in our proposed SLR method.  



The PSO algorithm considers each single solution iw , 
with ,8..1=i  as a particle in the search space and associates 
this particle with a fitness value and velocity, which direct 
the movement of the particle. In each iteration, the algorithm 
tries to improve a candidate solution with regard to a given 
measure of quality, i.e., the fitness function to be optimized, 
while the particles move in the problem space by following 
the current optimum particle. In our case, the fitness function 
is the accuracy of a solution ,iw when applied on the 
training set of a given dataset. 

Finally, we propose another fusion scheme that we call 
deep weight averaging (DWA). This scheme attempts to 
optimize a set of weights, exactly like in (4), but instead of a 
PSO algorithm, a deep network is employed that accepts as 
inputs the individual probabilities and learns a set of weights 
that can optimize the overall probability. 

IV. EXPERIMENTAL EVALUATION 
In this section, we describe the sign language datasets 

used for evaluation and the experiments that led to the 
optimal performance of our SLR methodology. Finally, we 
present a comparative study with other state-of-the-art SLR 
techniques. 

A. Dataset description 
Two datasets are selected for the experimental 

evaluation. The first dataset, called LSA64 [12], is a large 
Argentinean sign language dataset that consists of 10 
subjects, executing 5 repetitions of a total of 64 different 
types of signs. As a result, the LSA64 dataset comprises 
3200 videos of different length (i.e., number of frames). For 
the experimental evaluation of the proposed SLR system, all 
video sequences are processed so that they are composed of 
48 frames each. This is achieved by employing a spline 
interpolation technique among the given frames of a video 
sequence. 

The second dataset that is employed in this work is the 
RWTH-PHOENIX-Weather database [26], noted shortly as 

RWTH-PHOENIX below. This dataset was basically created 
for continuous SLR. However, there is a part of the dataset, 
called Signer03 Cut-out Gloss Recognition that allows for 
experiments in the context of isolated SLR. We take 
advantage of this setup, but we process the dataset by 
discarding a few samples in order to be more suitable for 
deep learning training. More specifically, we discard classes 
with fewer than 10 samples and we also discard samples 
from classes with over 50 samples. Furthermore, we process 
all video sequences in order to consist of 10 frames each. As 
a result, the final processed dataset that we employ consists 
of 50 classes with 10-50 samples per class and 1297 and 238 
training and test video sequences respectively. 

The reason behind the selection of these datasets lies in 
their special characteristics for a deep learning training. The 
LSA64 dataset is a large and balanced sign language dataset 
with several frames per video sequence and thus it is suitable 
for a deep learning framework. By utilizing this dataset, we 
want to unravel the full potential of a deep network. On the 
other hand, despite our changes, the second dataset remains a 
highly unbalanced dataset with few frames per video 
sequence and cases where some of these frames are blurry. 
As a result, the second dataset is quite challenging for a deep 
learning algorithm and by using it we want to observe how 
well our proposed SLR system can cope with problematic 
datasets. 

B. Experimental setup 
The experimental setup for the LSA64 dataset is based on 

[27]. More specifically, the dataset is split randomly in a 
training set consisting of 80% of all samples and a test set 
consisting of the remaining 20% of the samples. This 
procedure is repeated 5 times, where in each iteration, a 
different split of the dataset is performed. As far as the 
RWTH-PHOENIX dataset is concerned, the video sequences 
are already split in training and test sets. What we do, in this 
case, is repeating the training of our proposed SLR method 
for 5 times, where the weights of the deep network are 
randomly re-initialized after each repetition. The reported 

    
 

   
Figure 3: Examples of body/hand and body/face extraction from LSA64 (first row) and RWTH-PHOENIX (second row) datasets as the computational 
complexity of detecting all three skeletal features simultaneously was too heavy for our setup. 



results are based on the average and standard deviation of the 
results of all repetitions. 

C. Hyper-parameter optimization 
The optimization of the hyper-parameters that affect 

the performance of the proposed SLR method is performed 
after experimentation on the training sets of the LSA64 and 
RWTH-PHOENIX datasets. These hyper-parameters define 
the size and number of stacked LSTM units, size of the FC 
layer, dropout percentage, batch size and learning rate. More 
specifically, one- or two-layer LSTMs are considered, 
consisting of 128, 256, 512 or 1024 neurons, while the 
dropout percentage is in the range [0.0-0.5]. Similarly, the 
size of the FC layer is selected after experimentation among 
the values of 128, 256, 512 and 1024. We end up with 128 
neurons for the FC layer, while the size, dropout and 
number of LSTM units vary significantly among the data 
streams of the proposed SLR method. Furthermore, for the 
image and optical flow features, we get the output of the last 
layer of the VGG-16 network, which is a 1024-element 
vector. Finally, the network is implemented in Keras-
Tensorflow framework and trained using the Adam 
optimizer with batch size of 32 and learning rate equal to 
0.0001. 

D. Evaluation of features and fusion schemes 
Here, we evaluate the individual feature 

representations, the meta-learner and the proposed fusion 
schemes in order to identify the optimal way of combining 
the information from the different data streams and the 
meta-learner of our proposed SLR methodology. The results 
from the experimental evaluation are presented in Table I. 

From Table I, it can be deduced that the most 
discriminative features are the image and the optical flow 
features, revealing the power of the pre-trained VGG-16. 
Furthermore, the joint-line distances seem to constitute more 
powerful representations than the raw skeleton joints, thus 
justifying our choice to employ them for our proposed SLR 
methodology. On the other hand, it can be observed that the 
face features perform poorly in the SLR task. This is 
something to be expected as the face features alone are not 
adequate enough to differentiate signs. Their purpose is 
mostly complementary in order to enhance the performance 
of other more descriptive feature representations, such as 
hand and body skeletal data. Finally, the meta-learner is 
successful in its task of combining the various data streams 
in an attempt to produce even more powerful features. This 
can be more clearly observed in the RWTH-PHOENIX 
dataset, where the features that the meta-learner provides 
outperform all individual feature representations. 

The evaluation of the proposed fusion schemes cannot 
give a clear view of the optimal one. From Table I, one can 
observe that the AV fusion scheme that was proposed in 
[16] under-performs with respect to the other fusion 
schemes. On the other hand, MV has the limitation that it 
does not take into account the accuracy of the individual 
classifiers. As a result, although it performs quite well in the 
LSA64 dataset because all classifiers are really accurate, it 
performs relatively poorly in the RWTH-PHOENIX dataset, 
where all classifiers have mediocre performance. The DSC 
fusion scheme performs optimally in the LSA64 dataset, 

while our proposed DWA method performs optimally in the 
RWTH-PHOENIX dataset. This shows the power of deep 
learning in not only producing discriminative features, but 
also weighing features appropriately in order to lead to 
improved results. It is also worth noting that the PSO 
algorithm is quite sensitive to its initialization and therefore, 
we executed it 5 times and obtained its mean accuracy. 

E. Comparison with state-of-the-art SLR methods 
Although the RWTH-PHOENIX dataset has been 

evaluated in the context of continous SLR, no isolated SLR 
method has been applied yet. This reveals again one of the 
problems of SLR, which is the unavailability of significant 
experimental evaluation on the same dataset. To overcome 
this problem, we also test the deep network presented in 
[16] on the RWTH-PHOENIX. In Table II and Table III, 
our proposed SLR method is evaluated against other state-
of-the-art methodologies on the LSA64 and RWTH-
PHOENIX datasets respectively. 

From Table II, it can be deduced that our proposed 
SLR method significantly outperforms all other state-of-the-
art methodologies in the LSA64 dataset, reaching an almost 
perfect accuracy. This reveals the power of employing 
several alternative feature representations and a reliable 
fusion scheme that can boost the performance of a 
classification procedure even further. Similar conclusions 
can be drawn from Table III, in which we observe that the 
use of additional features and a more appropriate fusion 
scheme is beneficial to the performance of a SLR algorithm. 

A comparison of the performance of our proposed 
SLR method between the two datasets can also be 
performed. One can observe that our method reaches an 
almost perfect accuracy in a balanced and large dataset (i.e., 

Table I: Results of individual feature representations and fusion 
schemes. 

Feature Dataset results (mean ± std) 
LSA64 RWTH-PHOENIX 

Image 99.37 ± 0.25 59.66 ± 1.39 
Optical flow 98.81 ± 0.49 39.24 ± 2.11 

Body skeleton 91.06 ± 1.09 33.28 ± 2.48 
Body joint-line 

distances 
93.34 ± 2.23 42.52 ± 2.82 

Hand skeleton 85.88 ± 1.48 29.58 ± 2.27 
Hand joint-line 

distances 
95.19 ± 0.36 44.79 ± 1.5 

Face 18.22 ± 1.54 19.66 ± 1.77 
Meta-learner 97.94 ± 1.03 60.76 ± 3.21 

Fusion   
AV 99.19 ± 0.47 64.29 ± 2.93
MV 99.81 ± 0.17 64.87 ± 1.8 
DSC 99.84 ± 0.19 67.98 ± 1.86 
PSO 99.8 ± 0.06 66.49 ± 2.32 

DWA 99.72 ± 0.26 69.33 ± 1.57 

Table II: Experimental evaluation on the LSA64 dataset. 
Method Accuracy (mean ± std) 

ALL-BF-SVM [27] 95.08 ± 0.69 
ALL (sequence agnostic) [27] 97.44 ± 0.59 

ALL-HMM [27] 95.92 ± 0.95 
Deep network [16] 98.09 ± 0.59 

Proposed SLR method 99.84 ± 0.19 



LSA64 dataset), but it achieves mediocre performance in a 
problematic dataset, such as the RWTH-PHOENIX. 
However, although the RWTH-PHOENIX dataset is not so 
suitable for a deep network, our SLR method does a fine job 
classifying it, achieving almost 70% accuracy among 50 
classes. This fact reveals the discrimination power of the 
proposed feature representations, meta-learner and fusion 
schemes and it is the main reason we chose to test our SLR 
method in such a dataset. 

V. CONCLUSIONS 

In this paper, we propose a novel SLR method that is 
based on the processing of raw video sequences and the 
extraction of discriminative video and skeletal features. 
These features are then processed in a deep learning 
framework and classified by utilizing the power of a meta-
learner and proposed fusion schemes. The results on two 
SLR datasets show that our proposed method can 
outperform other state-of-the-art methodologies, while 
performing robustly on unbalanced and problematic 
datasets. As a future work, we will concentrate on the 
creation of a new sign language dataset that will be suitable 
for a deep learning framework. 
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Table III: Experimental evaluation on the RWTH-PHOENIX dataset. 

Method Accuracy (mean ± std) 
Deep network [16] 56.13 ± 2.33

Proposed SLR method 69.33 ± 1.57 


