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Abstract -Alzheimer's disease belongs to the most
quintessential types of dementia and it counts a huge
percentage of dementia cases as more than 60 percent.
Diagnosing dementia definitively and early is a huge
challenge. This study's objective is to identify
Alzheimer’s Disease during its earliest stages like
subjective cognitive decline and Mild cognitive
impairment using EEG signal analysis.

Methods: Data is provided by CRETH, includes the
sample EEG signal recordings of 48 AD-patients, 79
MClI-patients, 34 SCD-patients, and 33 HC’s. The
EEG signals are analyzed by extracting features using
FFT, CWT and PSD techniques and Machine
learning algorithms like, k-Nearest Neighbor, Neural
networks, Support vector machine and Random
Forest , are used as classifiers.

Results: Receiver-operating characteristic analysis
of the EEG results 90%for HC ,81% for SCD, 90%
for MCI and 89% for AD when CWT feature
extraction for Beta band using KNN classifier is used
corresponding to a sensitivity of 95%, specificity of
84%, and F1-score of 84%. Using PSD feature
extraction of beta band with KNN classifier yielded 94
% of specificity, but sensitivity of 80% and F1-score
of 81% is observed.
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L INTRODUCTION AND RELATED
LITERATURE

World Health Organization (WHO) anticipates that 1.2
billion individuals worldwide have dementia, with more
than sixty percent coming from lower- and middle-
income countries. 78 million in 2030 and 139 million in
2050 can be affected by this disorder. [1] One of the main
causes of incapacitated and dependent older individuals

globally, it is currently the seventh most prevalent killer
among all diseases. The condition is a slowly developing
ailment. Physical alterations to the brain, including
protein buildup and nerve damage, are what cause it to
happen. [11] Hence, the research in area of neurological
disorders like dementia is of great worth. The dementia
associated with Alzheimer's has a propensity to take
years to develop and progressively get worse.
Alzheimer's disease (AD) progressively impacts the
majority of brain regions causing. It causes effect on
mobility, temperament, reasoning, thinking, language,
real concern, and remembrance and many such activities
of a being which increases progressively.[1]

Although the precise pathophysiology of AD is still
unknown, related pathology ideas suggest that amyloid
plaques, neurofibrillary tangles, and synapse loss may all
play a role [3]. It is estimated that the pathophysiological
processes of AD begin for as long as twenty years before
clinical symptoms might be identified [4]. There have
been no viable treatment options to prevent the
advancement of AD and repair this ailment. [4].

Subjective Cognitive Decline (SCD), which was
devised to encompass an earlier stage of AD before Mild
Cognitive Impairment (MCI) and was defined as
conscience cognitive decline before the abnormalities are
apparent on cognitive tests. [8,12] Between the predicted
cognitive loss associated with normal ageing and the
more severe cognitive decline associated with dementia,
there is a stage called MCI. It entails issues with memory,
language, reasoning, and judgement in addition to the
normal aging. The onset of AD may be delayed if MCl is
picked up early. The first lineament of the AD triad SCD,
which is a conscience decrease in cognitive function
without evidence of actual cognitive impairment [9, 12].
A conceptual framework for research on subjective
cognitive decline in preclinical AD is discussed by the
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Fig 1: Block diagram of proposed system for dementia early-stage classification using ML techniques

researchers. Studies conducted give testimony that the
likelihood for mild cognitive impairment and dementia is
greater among those with SCD. [10].

Positron Emission Tomography-(PET) and Single
Photon Emission Computed Tomography-(SPECT) are
modalities for detecting alterations in brain function and
physiology that have been used in some clinical testing
accompanying blood biomarkers [1]. In some cases,
structural and functional Magnetic Resonance Imaging-
(MRI), and to some extent, Computed Tomography-(CT)
is used too. [11]

With its capacity to quantify changes in brain atrophy
in dementia, Electroencephalography (EEG) is becoming
more and more prevalent as a means of determining the
presence of alterations caused by brain activities for the
clinical assessment. [13] The EEG recordings is an
upcoming explored research area for diagnosing
dementia. EEG recording abnormalities are studied to
determine various types of dementia.[6] Similar to other
methods, the goal is to achieve earlier diagnosis with
EEG, but one of the advantages that can be considered
for dementia is non-invasive and less expensive
compared to various other modalities.

It is possible to perform time domain, frequency
domain, and time-frequency domain analysis using a

multitude of feature extraction techniques. In this work,
the FFT, CWT, and PSD techniques are experimented.

Machine Learning-(ML) is a discipline of artificial
intelligence that integrates algorithms and the ability to
comprehend hidden patterns and behaviors in enormous
quantities of information. [6].

I. Proposed Research Methodology:

The research paper aims to analyze the EEG signal
recordings using time and time-frequency feature
extraction techniques followed by various ML classifiers
to classify into categories of dementia namely AD, MCI,
SCD and Healthy Controls. The proposed system is
represented in Fig 1. The next subsections address the
specifics of this proposed system.

A. EEG dataset:

The dementia clinic of the Greek Association of
Alzheimer's Disease and Associated Disorders
(GAADRD) provided the participants and the set
required for the diagnosis. And the overall dataset was
provided by Centre for Research and Technology Hellas
(CERTH), Information Technologies Institute (ITI).

GAADRD contributed the dataset of resting-state EEG
recordings for 48 recordings of Alzheimer's Disease



(AD), 79 recordings of Moderate Cognitive Impairment
(MCI), 34 recordings of Subjective Cognitive Decline
(SCD), and 33 recordings of Healthy Controls (HC) using
the HD-EEG EGI GES 300. (GAADRD). The EEG
recording data is pre-collected for the patients in Resting-
State High-Density EEG using EGI GES 300 with 256
Channels (GES 300, CERTH-ITI, Thessaloniki, Greece).
Standard procedure is adopted by the experts. Sampling
rate of 250 Hz, With AFz serving as the ground electrode
and the electrode impedance being less than 50 k, the
signals were recorded in relation to a vertex reference
electrode (Cz). Using the software Net Station 4.3, the
HD-EEG data were pre-processed (filtered, segmented,
and replaced with faulty channels) in order to detect any
artefacts (EGI). A 5th-order bandpass Butterworth IIR
filter with a 0.3—30 Hz frequency range was initially used
to filter HD-EEG data.[2]

Delta ranging from 1 — 4 Hz, theta ranging from 4-8
Hz, Alpha ranging from 813 Hz, Beta ranging from 13—
30 Hz and Gamma >30 Hz are the five sub-frequency
bands that make up the brainwave. These frequency
bands are analyzed for the detection of early stages of
dementia.

The standard 20 channels are selected as per 10-20
channel mapping system for the analysis. [5,7]

B. Feature extraction

The process for obtaining elements from EEG signals
is referred to as feature extraction. To make content
categorization smoother, attributes should be unique and
autonomous.[2] The primary technique approach for one-
dimensional signals in the frequency or time-frequency
domain are the Fourier transform (FT) and Wavelets. The
nature of EEG signals is stochastic and heterogeneous. A
good alternative to remedying this issue is the wavelet
transform (WT), which collapses a signal into a
collection of functions (wavelets) with distinct
frequencies and bounded durations. [15]

A highly efficient version of the Fast Fourier Transform
(FFT) is Discrete Fourier Transform (DFT). By
employing the DFT transform, the frequency content of a
succession of sampled data (a signal) can be estimated.

N-1

1 2mik
FFT(x) = z 2=V )

n=0

Hence, frequency domain representation of the signal
is obtained. But FFT coefficients do not carry time
information.

Wavelet are used for both time and frequency
information. Since the translation and dilation factors (or
coefficients) contribute extra details about the signal, the
digital signal is regarded as the aggregate of substantially
identical wavelets. Thus, wavelet coefficients can suffice
as the depiction of a signal. These coefficients offer
crucial temporal and frequency variables which can be
utilized to assess a signal. Wavelets provide more reliable
information by deriving the modest changing coefficients
that users may be able to comprehend. Wavelets are the
transforms used in the area of digital signal processing
regularly.
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Where, ¢ (t,s) is the wavelet function and t is the
dilation parameter and s are the scaling parameter.

The estimated autocorrelation sequence produced by
nonparametric procedures is given a Fourier transform,
and this Fourier transform is used to compute the PSD.
Welch's method is one of the generally used method.
When the data sequence is used with data windowing,
improved periodograms result [16].

Power spectral density (PSD) gives the details of the
power levels of the frequency components present in a
signal. It specifies the power of various frequencies
present in the signal. Essentially, the PSD profile is a plot
of the power over frequency.

C. Classifier

There are lots of different classification methods
available. Some of the most popular techniques are K-
Nearest-Neighbours-(KNN), Artificial Neural Networks-
(ANNs), Support Vector Machines-(SVMs), and
ensembles of classification trees like Random Forest-
(RF) [17]

Machine learning algorithms-(MLAs)have drawn more
attention as computer power has grown, and the calibre
of signal processing algorithms has risen in tandem.
Hence, the primary classifiers yielding high accuracy are
reported in the majority of classification research to be
RF, KNN, and SVM. [17]

Even so, the effectiveness of various classification
techniques still heavily depends on the common
characteristics of the entries to be classified.[17]. It is still



unclear how exactly the facts that need to be categorised
relate to various categorization systems' overall
effectiveness. There is currently no classification
technique that effectively solves any given issue. There
have been a lot of problems with classification techniques
used nowadays. Consequently, a trial-and-error strategy
is utilised to determine the first-class classification
approach for a certain dataset in order to determine the
best performance.

1) Random Forest: A machine learning technique
called ensemble techniques combines multiple base
models to create a single, optimum forecasting model.
Random Forest is a type of ensemble method. The key
premise behind the random forest approach includes
establishing lots of decision trees during training and
applying a majority vote across them for
classification.[14] Providing scores that earlier
forecasters incorrectly anticipated more weight is known
as boosting. The forecast is eventually decided by a
weighted vote. By utilising bagging, every tree is
separately constructed using a bootstrap sample of the
data set; succeeding trees are independent of earlier trees.
A simple majority vote ultimately determines the
outcome of the forecast.[17].

Using the RF involves establishing the quantity of trees
(ntree) as well as the number of attributes in each split.
[18].

For best performance, more predictors necessitate more
trees. To determine the number of trees needed, compare
predictions from a forest to estimate from a portion of a
forest. There are enough trees when the subgroups
function just as effectively as the entire forest. [19]

2) k-Nearest Neighbour: Ever since early 1970s, the k-
NN, non-parametric approach, has been used in statistical
applications. [2]. The basic principle of k-NN is to pick
the subset of k samples in the standardization dataset that
are closest to the specimens. A response variables'
average is derived (i.e., the class attributes of the k
nearest neighbours), With these k samples, it is
achievable to identify the label (class) of specimens. As
the fundamental tuning parameter for this classifier, the k
has quite a considerable influence on the k-NN's
effectiveness.[2]

3) Support Vector Machine: The SVM classifier, a
kernel-based supervised learning technique created for
binary classification, separates data into two or more
groups and is not advised for large numbers of training
instances. A mapping approach used on a training

collection to boost its similarity to a dataset that can be
linearly segregated is alluded as a core function. By
employing kernel functions, it is possible to effectively
increase the density of the dataset using mapping.
Quadratic, multilayer perceptron kernel, linear, RBF, and
polynomial kernel are some instances of widely used
kernel functions. Linear kernel functions are suitable for
linearly separable data sets, while RBF kernel functions
are suitable for non-linear data sets. Linear kernels
contrast to RBF kernels, an SVM consumes shorter time
to train. The linear kernel function also tends to be less
vulnerable to overfitting than the RBF kernel function.
[17]

4) Neural Networks: In the field of machine learning,
neural networks, frequently known to as artificial neural
networks (ANN), are one of the most commonly
employed techniques for regression and classification
modelling. [19] The use of neural networks for
categorization has become increasingly significant. They
can adapt to the data without any explicit specification of
the workable or distributive form for the model
parameters, neural networks are data-driven self-adaptive
methodologies. As neural networks are non - linear
models, they can easily represent the complicated
interactions that occur in actual situations. [20] A way to
think of a NN classifier is as a very huge number of
connected basic processors that operate simultaneously
[17].

One type of neural network that is often used is the
multi-layered feed-forward perceptron, which has several
layers of neurons coupled to one another. Nonlinear data
can be segregated using the multi-layered perceptron,
which often comprises three or more distinct layers. [17]

II.  Experiment results:

Fig 1. shows the block schematic representation for the
work proposed in this paper. The EEG signals database
obtained is split into 4 seconds so as to achieve larger
number of samples. Delta, theta, alpha and beta are the
four frequency bands across which the data is segmented.
The average of the 20 channels coefficients is taken for
every band. This feature vector is applied to feature
extraction techniques FFT, CWT and PSD respectively.

Features thus extracted are applied to each classifier k-
NN, SVM, RF and NN individually. For each set, the
performance metrics Sensitivity, Specificity, Precision,
Loss, and F1-score are investigated.



Some of the sample observations are demonstrated in
the Figures 3 (a-d) through 5 (a-d).
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Fig. 2 Sample performance parameter F1-SCORE derived with FFT feature extraction, using KNN, SVM, NN and RF classifier
for 4 Delta, Theta, Alpha and Beta frequency band
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The Fig 2 shows the Fl-score, given by each classifier
namely k-NN, SVM, NN and RF, for each band of
frequency respectively, with FFT feature extraction as a
sample. Compared to all other combinations of feature
extraction approaches used and all other classifier used in
this work, k-NN classifier is seen to give Fl-score of
approximately 84 % for validation as well as testing stage
of beta band, when CWT feature extraction is used.

The sample bar graphs for Sensitivity, Specificity,
Precision, Loss and Fl-score performance parameters,
observed for the given dataset are shown in the Fig 3 to
Fig 5. The bar graphs demonstrate the parameters derived
by applying the k-NN classifier, to the features each
extracted from FFT, CWT and PSD feature extraction
technique. The dataset generated only includes data for
the distinct frequency ranges delta, theta, alpha, and beta;
gamma is not included.
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It is observed that k-NN algorithm gives better specificity
over other performance parameters. Also, 94%
sensitivity is observed when CWT feature extraction with
k-NN classifier is used.

Compared to FFT and PSD feature extraction technique,
it is observed that sensitivity of 94 % and F1-score of
84.12% for beta band is given by k-NN classifier, when
CWT feature extraction technique is used. It is also
observed that specificity of 93% was given by Random
Forest classifier, when PSD is applied to the beta band
signals.

Receiver-operating characteristic analysis of the EEG
results 90% for HC ,81% for SCD, 90% for MCI and 89%
for AD when CWT feature extraction for Beta band using
KNN classifier is used corresponding to a sensitivity of
95%, specificity of 84%, and Fl-score of 84%. Using
PSD feature extraction of beta band with KNN classifier
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yielded 94 % of specificity, but sensitivity of 80% and

F1-score of 81% is observed.
III. Discussion:

The rigorous experimentation was done for early-stage
detection for dementia stages namely AD, MCI, SCD
with respect to HC; by analysing EEG signals of these
subjects, deriving various features by applying
frequency domain and time-frequency domain
techniques FFT, CWT and PSD feature extraction
techniques individually. The extracted features are
applied to well-known classifiers in Machine learning
namely k-NN, NN, RF and SVM.

The observations indicate that each technique has
unique benefits and drawbacks. The paper demonstrates
the samples for results in terms of Fl-score, Precision,
Specificity, Sensitivity and loss when each of feature
extraction technique is applied to individual frequency
bands and KNN classifier is used. The sensitivity of 94
% and F1-score of 84.12% for beta band is given by k-
NN classifier, when CWT feature extraction technique
is used. It is also observed that specificity of 93% was
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