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• Real-time collection of tweets about the COVID-19 pandemic in highly
affected Italy

• Automatic geotagging of tweets and detection of showing faces in their
visual content

• Further analysis of tweets to detect trending topics, user communities,
and events

• An online platform that visualises the analysed tweets in multi-level
aspects

• An interactive map and a visual analytics dashboard to monitor the
pandemic crisis
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Abstract

Social media play an important role in the daily life of people around the
globe and users have emerged as an active part of news distribution as well
as production. The threatening pandemic of COVID-19 has been the lead
subject in online discussions and posts, resulting to large amounts of related
social media data, which can be utilised to reinforce the crisis management in
several ways. Towards this direction, we propose a novel framework to collect,
analyse, and visualise Twitter posts, which has been tailored to specifically
monitor the virus spread in severely affected Italy. We present and evaluate a
deep learning localisation technique that geotags posts based on the locations
mentioned in their text, a face detection algorithm to estimate the number of
people appearing in posted images, and a community detection approach to
identify communities of Twitter users. Moreover, we propose further analysis
of the collected posts to predict their reliability and to detect trending topics
and events. Finally, we demonstrate an online platform that comprises an
interactive map to display and filter analysed posts, utilising the outcome of
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the localisation technique, and a visual analytics dashboard that visualises
the results of the topic, community, and event detection methodologies.

Keywords: Social media data, Localisation, Online platform, Knowledge
extraction, COVID-19

1. Introduction

Social media have evolved to an integral part of modern society, penetrat-
ing the daily life of people around the world. Individuals, from citizens to
public figures, as well as organizations of any domain use social media plat-
forms to communicate. The social media posts can share personal details or
opinions, inform about public news, promote brands or art, et cetera.

This vast amount of online information available makes social media a
reflection of the real world. Major events and trending topics are expressed on
social media [1], since individuals now actively participate in the production
and diffusion of news [2]. Especially in cases of crisis, social media activity
is increased from the early stages till the end of an incident, so as to seek or
disseminate emergency information [3].

Analytics in social media data have been proven prominent in crisis man-
agement, because they can determine areas in danger, verify events, produce
summarized reports, and predict future needs of victims and volunteers [4],
greatly contributing to situational awareness and disaster response [5]. When
the crisis is a disease outbreak or a virus pandemic, social media can be used
to detect the outbreak [6], model the spread of the infection [7], and track
the disease [6, 8].

Motivated by the ongoing global COVID-19 pandemic, which was iden-
tified in December 2019 and has caused hundreds of thousands deaths, we
have designed and developed a framework to collect, analyse, and visualise
social media posts that are related to Coronavirus and concern the region
of Italy, one of the most deeply affected countries. The main objective is
to address the research questions concerning the efficient tailor and consoli-
dation of multiple technologies fostering the multi-level knowledge represen-
tation in a well-orchestrated framework. Towards this aim, state-of-the-art
technologies are combined to analyse the textual and visual content of the
collected social media posts, generating knowledge that visualises into an
interactive platform. Specifically, the extraction of spatial information from
posts to geo-reference them is another research question that this work deals
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with, since it is an essential step to map the posts. The ultimate aim is to
provide Italian civil protection authorities, crisis managers, decision/policy
makers, and other stakeholders from the health sector with a tool that en-
ables them to monitor relevant social media data, assisting in this way the
disease surveillance and the outbreak management.

The social media platform that we have selected to focus on is Twitter,
considering its high popularity (330 million active users by the end of 20191)
and the provided free API for streaming real-time posts, i.e. tweets. Based
on keyword search, we constantly collect newly published tweets and analyse
them to verify the information they carry, geotag them by detecting locations
mentioned in their text, and estimate the number of faces appearing in their
images. In addition, we offer techniques that are able to dynamically analyse
the Twitter data in order to obtain high-level knowledge, which includes the
identification of trending topics, the discovery of user communities, and the
detection of events. Finally, we have implemented an online platform that (a)
visualises the analysed tweets as pin-points on an interactive map, based on
the automatic localisation, offering clustering and filtering capabilities, and
(b) provides visual analytics regarding the detected topics, communities, and
events.

The main contribution of this paper is a novel framework that consists of
a set of state-of-the-art components that analyse data mined from Twitter
and a user interface that shows how all these components together support
the monitoring of social media activity relevant to COVID-19 crisis in Italy.
This contribution can also be broken down to the following points:

• We perform a real-time, keyword-based collection of English and Italian
tweets about the COVID-19 pandemic in Italy, in contrast to other
works that focus on U.S.A or exclusively on English posts.

• We present and evaluate a deep learning-based localisation technique
to automatically geotag tweets, based on locations mentioned in their
text instead of the limited geo-information provided by Twitter.

• We apply additional analysis on the textual and visual content of
tweets, in order to identify places at risk and cases of overcrowding,

1https://www.statista.com/statistics/282087/number-of-monthly-active-

twitter-users/
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detect trending topics and influential accounts in user communities,
and discover events before or during virus outbreaks.

• We demonstrate an online platform that visualises the collected and
analysed tweets in multi-level aspects. An interactive map illustrates
tweets, using the outcomes of our localisation technique and face detec-
tion, along with clustering and filtering capabilities. A visual analytics
dashboard encapsulates the results of the tweets analysis and assists
end-users to gain high-level valuable knowledge from the identification
of trending topics, events and formed user communities.

The remainder of the paper is structured as follows. Section 2 provides
an overview of state-of-the-art works that relate to the exploitation of social
media for monitoring the COVID-19 pandemic. Section 3 describes the col-
lection and analysis of social media data, while the developed online platform
is presented in Section 4, along with usage scenarios to illustrate its capa-
bilities. Section 5 includes a quantitative evaluation of the localisation, face
detection, and community detection approaches, and Section 6 concludes the
paper.

2. Related work

The unprecedented pandemic of Coronavirus disease 2019 has dominated
the online conversations on social media and the rich content that has been
produced publicly is exploited by the research community in several ways.

Analysing the social media data that are posted about COVID-19 can
generate further knowledge about the shared information as well as the users
behaviour, which can then help policy makers and health care organisations
assess the needs of people and address them properly. [9] analysed the en-
gagement of users in relation to the virus by retrieving the activity (likes,
comments, shares, etc.), the trending topics and the fluctuation of published
content on different social media platforms. [10] created time series of tweets
in multiple languages to find the most topically and culturally important
words, while [11] focused on tweets posted by world leaders, showing that the
majority of posts were informative rather than supportive or political. [12]
investigated the public’s attention to COVID-19-related events at the begin-
ning of the pandemic and divided the most discussed topics in five categories:
(a) impact, (b) prevention, (c) source of the virus, (d) medical services, and
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(e) suspected cases. Similarly, the analysis in [13] grouped the popular top-
ics in four categories: (a) origin of the virus, (b) its sources, (c) impact, and
(d) prevention. [14] compared the top topics between March 2020 and Jan-
uary 2021 to show how discussions shifted, while [15] applied topic modeling
to monitor topics of concern over time and across areas with socioeconomic
disparities. Focusing on user behaviour, [16] performed network analysis on
Korean Twitter data and showed that information was spreading faster in
networks that referred to “Coronavirus”. Our work involves knowledge ex-
traction techniques similar to the aforementioned, such as the detection of
trending topics and user communities, but is also extended to recognise lo-
cations mentioned in the tweet texts and the number of people (faces) in the
tweet images.

Unfortunately, the increase of shared information about COVID-19 has
led as well to the spread of unrestrained misinformation and conspiracy the-
ories over traditional and social media. Considering that a large number of
people rely on social media platforms for news and that information from
both reliable and questionable sources present similar spreading patterns [9],
the identification of misinformation has emerged as a critical task. [17] pro-
posed a COVID-19 fake-news detection model with robust loss and influence-
based cleansing, while for the same problem [18] proposed a cross-stitch based
semi-supervised end-to-end neural attention model. [19] have designed a
dashboard to track misinformation on Twitter based on the credibility of the
news sources of the shared links. [20] analysed the magnitude of false infor-
mation spread on Twitter to discover that one out of four tweets included
misreports about public health, while [21] identified the main types, sources,
and claims of Coronavirus misinformation and found that it originates from
ordinary people, usually with allegations against authorities. Moreover, [22]
provided evidence that Twitter bots are used to promote political conspir-
acies in the USA and [23] found that low-credibility information spreads
mostly via retweets and, although bots are involved, most of the content is
generated by humans. On a positive note, [24] found that fake news are dis-
cussed at a lower volume than other conversations about the virus and [25]
revealed through social network analysis that, despite the fact that a certain
conspiracy was popular, only a limited number of users actually believed it.
In order to tackle the problem of online misinformation, we adopt an auto-
matic classification model that takes into account characteristics of a tweet
and its author, and estimates whether it is real or fake.

The ability to predict the development of a disease outbreak as early and
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reliably as possible is invaluable to the prevention of its spread. [26] demon-
strated that the peak interest for Coronavirus-related keywords in search
engines and social media data was 10-14 days before the incidence peak of
the virus published by official authorities, and [27] proposed a fuzzy rule-
based evolutionary model to run on crawled tweets in order to timely detect
outbreaks of the virus. Our event detection methodology is able to produce
early alerts when there is an increase on the number of tweets we collect.

The creation and publication of social media archives greatly facilitate
the research community in identifying misinformation, measuring the public
sentiment, and predicting outbreaks, by providing a dataset for training and
testing of machine learning and information retrieval methodologies. [10] and
[28] published multilingual Twitter datasets about COVID-19, while [29] in-
troduced a dataset in Arabic. Furthermore, [30] focused on tweets that were
posted during the early stages of the virus spread and [31] as well as [32]
offered large-scale curated datasets of over 150 and 198 million tweets respec-
tively. Other datasets are CTF [18] with more than 45 thousand tweets la-
belled genuine or fake and COVIDSenti [33] with 90 thousand tweets labelled
into sentiment classes. Another online dataset2 contains the geographical dis-
tribution of tweets, but it was solely based on the geo-coordinates provided
by Twitter. Alternatively, [34] provided a publicly available knowledge base
of more than 8 million tweets, exposed using established RDF/S vocabularies
and enhanced with extracted sentiments. At the moment of writing, we have
analysed more than 40,000 Twitter posts that refer specifically to the virus
spread in Italy and enhanced them with geographic information that derives
from our automatic localisation technique. The collected tweets can all be
displayed and filtered in our Social Media Visualisation Tool.

Other works concern the visualisation of crawled posts towards a user-
friendly monitoring of COVID-19 over social media. To the best of our
knowledge, three projects are relied basically on Twitter data and display
them in an interactive environment, thus we briefly discuss them in the fol-
lowing paragraphs.

The CoronaVirusTwitterMap3 tailors interactive visual analytics tech-
nologies for processing and illustrating a large amount of COVID-19-related

2https://data.humdata.org/dataset/covid-19-twitter-data-geographic-

distribution
3https://coronavirustwittermap.ics.uci.edu/
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Twitter data and case numbers. It has been developed by the computer sci-
entists team of the University of California, Irvine (UCI). The spatial and
temporal distribution of tweets related to the pandemic is illustrated through
an interactive map that is mainly focused on Twitter activity in the U.S.A.
and U.K. currently. The tweets are collected through TwitterAPI since Jan-
uary 2020 and stored in real-time to a database, while the case numbers are
acquired from the 1Point3Acres.com4 project [35]. The aim of this project is
to enable users to view the increasing social media activity as the contagion
spreads, without any further back-end analysis on the tweets’ content being
realised.

The OmniSci analytics platform5 originates as an outcome from MIT re-
search and experience. It delivers an interactive way to explore and visualise
large datasets in real-time by dealing with analytical questions in short time
[36]. Furthermore, the OmniSci Tweet Map6 is an interactive dashboard that
enables users to define their own hashtags and visualise the resulted tweets
on a list or over the world providing geographical mapping information. Fur-
thermore, the OmniSci interactive demo for COVID-19 7 provides a visual
overview of confirmed cases and spread in the U.S.A. by exploiting the data
collected through the COVID Tracking Project8. However, this interactive
demo is not based on Twitter information and the OmniSci Tweet Map is
not dedicated to Coronavirus.

Finally, the COVID-19 Real Time Tweet Map9 is a map-based Web appli-
cation that shows which locations tweet the most about Coronavirus, along
with a live stream of new tweets and an estimation of the sentiment they
carry. Nonetheless, users are able to view exclusively tweets that have been
posted after visiting the application, and the analytics are limited to the
most common words used in the tweets.

In contrast to the aforementioned works, we have developed a map-based
visualisation of tweets collected in real-time, which is dedicated to monitoring
Coronavirus in Italy and utilises the automatically detected locations rather
than Twitter’s insufficient geo-information, and a visual analytics dashboard

4https://coronavirus.1point3acres.com/
5https://www.omnisci.com/platform
6https://www.omnisci.com/demos/tweetmap
7https://www.omnisci.com/demos/covid-19
8https://covidtracking.com/
9https://www.1point21interactive.com/maps/covid-map/
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that displays the most discussed topics, influential users and alerting inci-
dents.

3. The proposed framework

The architecture of the proposed framework that collects, analyses and
visualises COVID-19-related tweets is illustrated in Fig. 1. The core com-
ponent of the framework is the Crawler (Section 3.1), which establishes a
connection to the Twitter Streaming API 10 and continuously receives new
tweets that satisfy predefined search criteria. For every collected post a
three-step analysis is performed to verify the tweet by estimating the reli-
ability of the incoming information (Section 3.2), to localise the tweet by
detecting the locations mentioned in its text and associating them to coordi-
nates (Section 3.3), and to find the number of people appearing in its image
by detecting faces (Section 3.4). The outcomes of the analysis are added as
complementary attributes to the original tweet, which is finally stored to a
secure database. Supplementary analysis techniques, implemented as inde-
pendent APIs, connect to the database and use tweets as their input so as
to track topics (Section 3.5), discover user communities (Section 3.6), and
identify events (Section 3.7). The Social Media Visualisation Tool (Section
4) searches directly in the database to fetch the tweets to be displayed or
calls the analysis APIs to retrieve and visualise higher knowledge.

3.1. Collection of social media data

Amongst a multitude of available Twitter API endpoints, the Streaming
API can be considered the most suitable for our scope, since it allows access
to Twitter’s global stream of data and retrieves public tweets almost at the
instant they are posted. In order to specify what tweets should be retrieved
from the whole stream, the API offers three filtering options: user accounts
to follow, keywords to appear in the messages and bounding boxes to track.

In our case, we have selected to search by keywords, and specifically the
popular Twitter hashtags #COVID19Italy and #COVID19Italia . We
have intentionally avoided using search by bounding boxes, because we are
more interested in tweets that refer to the examined area, i.e. Italy, rather
than in the coordinates they have been posted from.

10https://developer.twitter.com/en/docs/tweets/filter-realtime/api-

reference/post-statuses-filter
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Figure 1: The proposed framework of collection, analysis, and visualisation of COVID19-
related tweets

Each tweet that is consumed from the API is analysed by three different
methodologies in order to (a) verify the credibility of the tweet, (b) geotag
the post based on mentioned locations, and (c) find the number of faces
appearing in its image. The outcomes of these analyses are stored along
with the tweet and its metadata.

After collecting tweets with the hashtags “#COVID19Italy” and “#COV-
ID19Italia” for circa three months (from May 7, 2020 to July 22, 2020), the
status of the dataset can be seen in Table 1. More than 40 thousand tweets
have been collected, with the majority being in Italian and a small percent-
age in English. The size of the collection might seem limited in comparison
to other datasets of related works, but the number is reasonable taking into
account that our use case is focused only on Italy and for a short period of
time. Over half of the posts are retweets and one out of two also contains
an image. It should be highlighted that only 0.4% of the posts include their
original geographical information (derived from Twitter), while our locali-
sation technique has achieved to detect locations in the text of circa 14,000
tweets.

Total English Italian Retweets
With
image

Twitter
location

Detected
location

43,631
3,028
(7%)

40,603
(93%)

26,171
(60%)

20,144
(46%)

162
(0.4%)

14,423
(33%)

Table 1: Status of the collection after three months of crawling
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3.2. Verification

Regarding the credibility, an automatic verification method [37] [38] is ap-
plied on the collected tweets to handle fake news and misinformation. This
solution relies on two independent classification models built on the training
data using two different sets of features: tweet-based and user-based. Tweet-
based features can be (a) text-based (e.g., number of uppercase characters),
(b) language-specific (e.g., number of detected slang words), (c) twitter-
specific (e.g., number of retweets, number of hashtags), and (d) link-based
(e.g., existence of external URLs). On the other hand, user-based features
can be (a) user-specific (e.g., number of user’s followers) and (b) link-based
(e.g., existence of a ULR in the Twitter profile description). Following the
feature extraction, model bagging is used to produce more reliable predic-
tions based on classifiers from each feature set. The classification algorithms
are Logistic Regression and Random Forests of 100 trees. In addition, at
prediction time, an agreement-based retraining strategy is applied, which
combines the outputs of the two bags of models in a semi-supervised learn-
ing manner. The final output is a binary classification of the tweet as “real”
or “fake”, together with a confidence score (0-1), which is finally transformed
to a reliability score as follows:

reliability =

{
x, if prediction = real with confidence x

1 − x, if prediction = fake with confidence x

For example, the method predicts that the tweet in Fig. 2 is fake with
confidence 0.69, due to the extensive usage of emojis, the external URL
and the significantly low number of followers of the account, and thus the
reliability score is 0.31. On the other hand, the prediction for the tweet
in Fig. 3 is that it is real with confidence 0.75, since its text is clean, the
attached link is safe and the account has many followers; respectively, the
reliability score is 0.75.

3.3. Localisation

This section presents a deep learning-based approach that retrieves location-
and organisation-type mentions in the short texts of tweets in the examined
languages, i.e. English and Italian. A Named Entity Recognition (NER)
framework handles the task of retrieving the candidate entities, which are
then used to populate a territory map with the respective tweet locations.
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Figure 2: Example of a tweet predicted as fake with confidence 0.69

Figure 3: Example of a tweet predicted as real with confidence 0.75

Specifically, the methodology exploits a variety of Bidirectional Long Short-
Term Memory (biLSTM)-based models which are evaluated with established
datasets for each treated language.

One of the features that differentiates the presented method from other
approaches, other than the English/Italian focus, resides in the exploitation

11



of the “organisation” class in addition to the more traditional “location/geo-
political entity” ones. By exploiting organisation names found in Twitter
text, a tweet’s respective location can be retrieved by searching the afore-
mentioned names’ geographic coordinates using relevant online mapping ser-
vices. Naturally, probable location names found in the same tweet are also
used as criteria to pinpoint the desired location, since sometimes only con-
sidering an organisation’s name is inconclusive (as is usually the case with
conglomerates consisting of many subsidiaries).

Modern state-of-the-art NER models have been tested in both supported
languages. An analysis of the neural networks’ architectures and main char-
acteristics follows to illustrate their most important features. To efficiently
represent both the placement and the form of an entity in a candidate sen-
tence, word-level and character-level representations are exploit.

While all of the chosen models rely on biLSTM-based architectures, vari-
ous implementations have been tested (BiLSTM-CRF[39], BiGRU-CRF[40],
BiLSTM-CNNs-CRF[41], BiLSTM-CNN[42]) to determine the best possible
outcome. LSTMs are ideal when dealing with sequences of data (like text)
because of the way the network channels information via its nodes, leveraging
its ability to keep information in memory based on history. Any sequential
information is kept in the LSTM’s internal state (i.e. hidden layer) and is
updated with each new data via input/output and forget gates. This way
the network is capable of predicting the output based on long distance de-
pendencies. The bidirectional nature of the LSTM network manifests with
two processes, applicable to each lexical unit of a given sentence that each
computes a representation of the lexical unit’s left and right context.

To successfully manage the extraction of multilingual location and organ-
isation entities, established datasets are being exploited for the training of
the tested models.

Concerning the English language, the CoNNL2003 dataset [43] was used
for training and testing of the respective model. The included annotation
caters for four named entity variations: location (LOC), organisation (ORG),
person (PER) and miscellaneous (MISC). To fully exploit the given tagged
information, instead of only focusing on the “location” entities, it was decided
to explore the use of the “organisation” ones as well, in a bid to infer possible
locations out of organisations’ locales.

The dataset used for training the NER model in the Italian localisation
pipeline, was introduced in the respective EVALITA 2009 track [44]. The
annotation labels are similar to the ones used in the English dataset, with the
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GPE (Geo-Political Entity) entity category replacing the MISC one, found
in CoNLL2003, as a main differentiation. The respective annotation format
also follows the BIO/IOB2 schema, which was found to be advantageous in
the specific implementation, since LSTMs favour its simplicity [45].

The parameters that were used during the training of the Bi-LSTM-CRF
models are displayed on Table 2. The word representations used as input in
the current model are the publicly available, pre-trained GloVE embeddings
[46] for the English language, while for Italian the respective pre-trained
fastText [47] embeddings were used. The same settings were applied to both
languages.

Training parameters Value
LSTM size 100
Batch size 20

Dropout rate 0.5
Epochs 25

Optimiser Adam
LSTM size 100

Character embeddings dimensions 100
Word embeddings dimensions 300

Table 2: Bi-LSTM-CRF parameters used for both languages

After a word has been recognised as a location or an organisation entity,
the point as well as the bounding box of the detected location are retrieved
utilising the OpenStreetMap API 11. Usually, OpenStreetMap returns mul-
tiple responses for an entity and lists them based on their popularity. We
consider the most popular one and retrieve the coordinates of its bounding
box and the coordinates of its specific point. In case of multiple recognised
locations, we compare the bounding boxes with each other and if one is in-
cluded in the other, only the more precise is considered. If the bounding
boxes do not overlap, all of the points of the detected locations are consid-
ered and the tweet is geotagged multiple times, so as to be displayed in all
the places of the map it refers to.

11https://wiki.openstreetmap.org/wiki/API_v0.6
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3.4. Face detection
Face detection is the process of automatically discovering the locations of

all the human faces that appear in an image. This is done typically by finding
boxes that tightly enclose the faces in the image. The boxes are described by
assigning pixel coordinates for the top, bottom, right and left edge of each
box. Early face detection techniques were based on handcrafted features like
the Viola-Jones Haar cascades, Histograms of Oriented Gradients, or Local
Binary Patterns [48, 49, 50]. Those were quickly abandoned in the era of
deep learning and replaced with deep architectures that achieved very high
accuracy rates in known benchmarks [51, 52, 53, 54]. In this work, face
detection is used to assist to the detection of crowded places. Crowd analysis
requires excellent face detection accuracy in difficult cases of crowded scenes
that may pose the challenges such as occlusion, illumination and scale. Thus,
we adopt the TinyFaces face detector [55] which is specifically designed to
be robust to scale.

The TinyFaces model in essence was designed to solve a binary multi-
channel heatmap prediction problem, where the heatmap values at a sin-
gle pixel location represent face scores for boxes with various window sizes
centered around the pixel. In order to accomplish this, a Fully Connected
Network was designed with multiple scale-specific windows (templates).

In an extensive study by [55], it was proven that using deep CNN features
from multiple layers, and thus information from different receptive fields, is
important so as to find small faces. This means that the visual context
that surrounds the faces inside the candidate boxes play a significant role
in determining the existence of a face. Practically, it seems natural even
for humans, to require some of that surrounding context to accurately infer
whether a real size 25x20 pixel portion of an image resembles a face. In
contrast, in order to detect bigger faces (e.g. 300x300), it is enough to get
no context at all but only what is provided inside the face portion.

In the same manner, resolution can have different impact on performance
for various template scales. It was proven that building templates at the
original resolution is not optimal. For small faces, the scale-specific template
size is doubled in combination with 2x up-sampling in resolution, improving
accuracy by 6.3% compared to standard template size with standard resolu-
tion. This translates to the opposite for bigger faces: when templates and
resolution were downscaled by a factor of 2, an improvement in accuracy
by 5.6% was observed. This is done in order to accommodate the natural
overfitting towards medium-sized objects a pre-trained CNN architecture has
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been exposed to, as a result of the fact that medium-sized objects are dom-
inant in large scale datasets. The TinyFaces pre-trained model we acquired
is fine-tuned on the WIDER FACE dataset [56].

The final output of the face detector is only a single number per image,
which refers to the number of faces detected. It is not required to store the
images in the system, therefore they are deleted once the analysis is complete
along with any extracted features and metadata. Please note that the system
is not capable of performing person identification and the processing stops
as soon as we detect the faces. Some examples can be seen in Fig. 4, where
the face boxes found by the detector are drawn using blue rectangles, but
only for visualisation purposes in this paper.

3.5. Trending topics

Topic detection refers to the clustering of textual streams of data into
groups of similar content. The work in [57] proposes a combination of density-
based clustering with Latent Dirichlet Allocation (LDA) [58]. First, the
module estimates the number of clusters (topics) [59] and then the estimation
is followed by LDA to assign social media posts to topics.

The estimation of the number of topics is performed in an incremental way
on the vector representation of short text using word n-grams for n = 1, 2. A
set of density levels εt, t = 1, 2, . . . , T is randomly generated. Afterwards, for
each density level εt a clustering output CDBSCAN(εt) is obtained in multiple
processing nodes in a parallel way from a set of mutually orthogonal vectors
C(t), t = 1, 2, . . . , T defined as follows [59]:

C(t)[j] :=

0 if point j belongs to a previously extracted
cluster at density levels ε1, ε2, . . . εt−1

CDBSCAN(εt)[j] otherwise

where C(1) = CDBSCAN(ε1). The final set of density-based clustering outputs
CDBSCAN(εt), t = 1, 2, . . . , T are combined to get the final estimation of the

number of topics k̂ = DBSCAN-Martingale(minPts, T ).
The output of the above methodology is the detected clusters/topics, the

tweets each cluster comprises and the most frequent words for each topic.

3.6. User communities

Community detection is the discovery of communities of social media
users that are interlinked through their online behaviour, i.e. user accounts
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(a) (b)

(c) (d)

Figure 4: Faces detected in COVID-19 social media images.
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that mention each other on Twitter. This relationship has been selected
over other, e.g. following, since it defines a more temporary connection of
users and user communities shift continuously based on discussed topics and
events. Complementarily, key-players identification is the discovery of the
most influential accounts, based on their position in the network graph.

The methodology [60] starts by denoting the social network as G(N,L),
where N nodes represent the Twitter user accounts and L the links between
them; a link (i, k) means that user ni mentions or is mentioned by user
nk. The next step is to apply a community detection algorithm in order to
divide the network into groups of users who are more densely connected to
each other within the group rather than to the rest of the network. After an
evaluation of alternative community detection algorithms (see Section 5.3),
the fast and scalable Louvain algorithm [61] has been adopted. The final
output of the methodology is the number of detected communities and the
set of nodes that belong to each community.

To identify the key-players, an entropy-based centrality measure is ap-
plied, i.e. the Mapping Entropy Betweenness (MEB) centrality, which con-
siders the betweenness centrality of nodes [62]. Specifically, the betweenness
centrality (BC) of node nk is based on the number of shortest paths gij(nk)
from node ni to node nj that pass through node nk to the number of all
shortest paths gij from node ni to node nj, summed over all pairs of nodes
(ni, nj) and normalised by its maximum value, i.e. (N2 − 3N + 2)/2:

BCk =
2
∑N

i<j
gij(nk)

gij

N2 − 3N + 2

When a node acts as a bridge between many pairs of nodes, its betweenness
centrality is relatively high. To that end, MEB centrality focuses on the be-
tweenness centrality of a node, but also considers the betweenness centrality
of its first neighbours. MEB is defined as follows:

MEBk = −BCk

∑
ni∈N(nk)

logBCi

where the weight assigned to BCk is the sum of all −logBCi over the neigh-
bourhood of node nk. Ultimately, the nodes with the maximum MEB cen-
trality are considered key-players.
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3.7. Events

Event detection aims to identify real-world incidents by discovering anoma-
lies in streams of social media data. In particular, notable differences (out-
liers) in the fluctuation of the number of tweets that have been collected per
day can be associated to events.

To detect these outliers, the method of z-score [63] is applied. Z-score
indicates how many standard deviations a data point is from the sample’s
mean (assuming a Gaussian distribution) and, when it exceeds a constant
threshold, the data point is considered an outlier. The formula to calculate
the z-score is the following:

z =
x− µ

σ

where x is the value of the examined point, µ is the mean of a sample
x1, x2, . . . , xn, i.e.

µ =
1

n

(
n∑
i=1

xi

)
and σ is the standard deviation of the sample, i.e.

σ =

√√√√ 1

n− 1

n∑
i=1

(xi − µ)2

To characterize a data point as an outlier, its z-score has to be above a
specified threshold t (bibliography suggests a value between 2.5 and 3.5):

if z > t then x is outlier

In order to apply the outlier detection methodology to our problem, i.e.
the detection of events through social media data, we calculate the z-score of
each date. The data points refer to the number of collected tweets per date
and each point is compared to the other points of the last 30 days, while the
threshold has been set to 3. When an event is detected, additional analysis
is performed, e.g. the extraction of the most mentioned words, so as to gain
an insight on what that date’s incident really is about.
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4. Online platform

The Social Media Visualisation Tool 12 encapsulates in a multi-level
framework the aforementioned components for social media analysis enhanc-
ing the efficient management of the pandemic crisis. Specifically, it consists
of two parts, namely the Interactive Map and the Visual Analytics
Dashboard . The former is an interactive, user-friendly interface that facili-
tates the navigation through a geographical map and exploits the zoom and
search functionalities, in order to present valuable and actionable information
that relies on localisation and face detection techniques upon the individual
tweets. The latter illustrates the social media analysis outcomes and the high
level extracted knowledge by employing comprehensive visualisations.

The presented Web-based and open source application has been inspired
by the elemental ideas and aspects of various EU funded projects, such as
H2020 beAWARE13, H2020 EOPEN14 and H2020 aqua3S15. A presentation
of the online platform and a description of usage scenarios are carried out in
the following subsections.

4.1. Interactive Map

The cornerstone of the Social Media Visualisation Tool is the interac-
tive geographical map (Fig. 5) in which the incoming incidents, i.e. newly
published Twitter posts, are visualised as single blue pin-points or grouped
formulating bigger clusters depending on their vicinity. For example, in Fig.
6 some single incidents as well as clusters of posts are presented. Users are
able to navigate to each one of the clusters and explore its members’ content.
The color of a cluster indicates its cardinality (number of members that be-
long to it). For each single incident, its description, Twitter identification
number (ID) and any attached images are displayed in a pop-up that shows
when a pin-point is clicked.

The platform processes tweets that are written in English (EN) as well as
in the Italian (IT) language, as presented in the “Details” section (Fig. 7).
The section also provides quick information concerning the number of anal-
ysed tweets in the current month (“Tweets this month”), in the previous

12Available online at http://beaware-server.mklab.iti.gr:3000/
13https://beaware-project.eu/
14https://eopen-project.eu/
15https://aqua3s.eu/

19



Figure 5: An overview of the Social Media Visualisation Tool

(completed) month (“Tweets previous month”), and the total amount of
processed tweets since the beginning of crawling (“Total Tweets”). It also
informs about the number of analysed tweets per each language.

Figure 6: Visualisation of the incidents as single pin-points or clusters of adjacent points

Moreover, the platform provides the end-users with zooming, searching
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and filtering functionalities in order to strengthen the exploring capabilities
over the vast amount of incoming incidents/tweets (Fig. 7). Using the selec-
tion tools (polygon or circle icons) in the toolbar, a specific region of interest
can be chosen on the map and only the tweets that belong to that region will
be displayed, as shown in Fig. 8. Further modifications of the shape of the
selected area can be carried out by using the edit layer tool.

Figure 7: Details of the collection (left) and filtering, zooming and searching capabilities
on the map (right)

Figure 8: Filtering by selecting a region of interest on the map

The tool also enables end-users to enhance their navigation capabilities
with a complementary illustration of the incidents in a table that supports
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searching, sorting, paging and filtering functionalities. The columns of the
table refer to Date, Category, Latitude, Longitude, Description, ID, Reliability
and number of detected Faces in a post, as shown in Fig. 9.

Figure 9: Visualisation of the incidents in a table

Regarding technical implementation, the technologies that have been ap-
plied for the development and deployment of the front-end of the Social
Media Visualisation Tool include HTML, CSS, Javascript, Bootstrap, and
VueJS. More specifically, the open-source JavaScript library Leaflet16 has
been utilised to create the interactive and also mobile-friendly geographical
map, the Leaflet.markercluster 17 package for the creation of the animated and
marked clusters, and DataTables18 for the incident table. For the back-end,
nodeJS and MongoDB technologies have been employed.

4.2. Visual Analytics Dashboard

In the top right corner of the Interactive Map there is a button that
navigates to the Visual Analytics Dashboard . This dashboard presents
in a visual way the results of topic, community and event detection analysis
(described in the above Sections 3.5, 3.6, and 3.7 respectively). From a menu
in the left side of the page the users are able to select from a dropdown list
the analytics that they wish to view. Then they can select the language of

16https://leafletjs.com/
17https://github.com/Leaflet/Leaflet.markercluster
18https://datatables.net/
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the tweets for which the analysis will be performed, i.e. English or Italian.
In community and event detection analytics there is also the option to select
the date range of the publication of the tweets, while trending topics always
refer to the most recent tweets and the choice of date is omitted. By clicking
on the “Get” button the selected analysis runs and the results are displayed
in the main component right to the menu. The visualisation of results for
each analysis is described below in detail.

In topic detection (Fig. 10) each one of the detected topics is displayed
as a word cloud, i.e. an illustration of single words where their importance is
shown with font size. Clicking on a topic shows the complete set of tweets it
comprises in a table below the word clouds, for a more low-level investigation.
It should be noted that synonym words for the virus are omitted from the
word clouds to improve the quality of top keywords.

Figure 10: Detected topics as word clouds

In community detection (Fig. 11) the results are illustrated as a network
graph. The graph represents the social network of Twitter accounts that are
connected by mentioning one another. The unique users found in the linked
pairs are displayed as nodes, pairing is displayed as edges between the two
users/nodes, and communities are expressed as different colours of the nodes
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and edges. The graph can also be zoomed in and out, to either take a closer
look to the detected communities or view the whole picture of the network.
Furthermore, a sorted list of the top ten key-players is displayed on the right
of the graph. For each key-player, the community they belong to is shown,
together with the number of users it comprises and coloured with the same
colour of the related nodes. When clicking on the coloured text, the graph
zooms in the community. Finally, when a node in the graph is clicked, then
the tweets that have been posted by the respective user are displayed in a
table below the graph.

Figure 11: Visualisation of detected communities and key-players

The event detection analysis (Fig. 12) illustrates a line chart where the
values in x axis represent the dates and the values in y axis the number of
collected tweets per date (in certain days no tweets were collected due to
technical malfunctions). Detected events are highlighted on the chart and
annotated with a list of the most mentioned words (synonym words for the
virus are again removed), so as to gain an insight on what that date’s incident
really is about.

Regarding technical implementation, some additional libraries have been
used to illustrate the results of the Visual Analytics. Specifically, Kendo
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Figure 12: Number of collected tweets per day and detected events

UI 19 and JQCloud20 for topic detection, vis-network 21 for community detec-
tion, and chart.js22 and its plugin chartjs-plugin-annotation23 for the event
detection.

4.3. Interaction modes

End users are able to utilise the presented online platform in order to
monitor the COVID-19 situation in Italy, as expressed on social media, for al-
ternative scopes. Specifically, visualising the automatically geotagged tweets
on the Interactive Map indicates in an apparent way which areas present high
activity on Twitter, thus assisting in the discovery of places at potential risk.
Hence, a Health Civil Protection operator can investigate the spatial distri-
bution of the Italian tweets in the Province of Lombardy, including the most
populated cities of it. To achieve this, the utilisation of the provided tools for
zooming in the map and selecting the area of interest offer a more detailed
visualisation of the specific region (Fig. 13). By clicking on the pin-points
the operator has access to low-level information, i.e. the original textual and
visual content of single tweets.

19https://www.telerik.com/kendo-jquery-ui
20https://github.com/lucaong/jQCloud
21https://github.com/visjs/vis-network
22https://www.chartjs.org/
23https://github.com/chartjs/chartjs-plugin-annotation
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Figure 13: Distribution of Italian tweets in the Region of Lombardy

Furthermore, face detection serves as a base for crowd analysis and con-
sequently aids in the discovery of overcrowded places by locating the human
faces in the images (Fig. 4). The extracted information is useful to the oper-
ator that wants to estimate the level of compliance with the social distancing
measures.

To gain deeper, high-level knowledge and better situational awareness,
the health care operator can employ the provided Visual Analytics tools.
Particularly, the tracking topics that are being discussed online significantly
support end-users to have a better perception of the current situation, as it
is affected by the virus in different ways. For example, the trending topics,
as detected in the Italian Coronavirus-related Twitter posts on October 30,
2020, can be seen in Fig. 10 and involve: (a) the curfew in Lombardy, (b)
the aftermath of the lockdown, (c) the new positive cases and deaths, and
(d) the disapproval of the government.

The detection of online communities (Fig. 11) aids the discovery of groups
of interlinked Twitter accounts that circulate fake news and conspiracies
about the virus and also the identification of users (key-players) that are
responsible for this harmful misinformation.
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Date Most Mentioned Keywords

08/05/2020

fase (phase), parla (speaks), verita (truth),
sintomi (symptoms), Antonio, accusano (experience),

dottore (doctor), simili (similar), benq (Twitter account),
maggio (May)

06/07/2020

TSO (Trattamento Sanitario Obbligatorio -
Mandatory Medical Treatment), libera (free),
tampone (backup), immigrate (immigrant),

circolazione (circulation), ilconservator (Twitter account),
italiano (italian), luglio (July), Zaia (Luca Zaia),

mascherine (masks)

Table 3: Most mentioned keywords for detected events

Finally, alerts from event detection, based on increasing social media
activity, act as an early warning for potential outbreaks, which is very im-
portant for preventing the spread of the virus. For instance, Fig. 12 shows
two discovered events, one on May 8, 2020 and one on July 6, 2020. The
most mentioned keywords, which facilitate the association to the real events,
can also be seen in Table 3 with their translation in English. Particularly, the
first incident refers to a viral video of a doctor who states that masks cause
inflammation24 and the second one to the proposal of the Italian health min-
ister for mandatory sectioning for those refusing treatment for COVID-1925.

5. Evaluation

The presented work goes beyond a visualisation tool for monitoring the
social media activity in relation to the COVID-19 crisis, as it constitutes
an AI-enhanced system that involves state-of-the-art deep learning models,
which are necessary to transform the massive streams of raw Twitter posts
into meaningful and explainable information, before being visualised. The
evaluation of the system focuses on the most novel of the integrated deep
learning models, i.e. the localisation technique, but also concerns the face

24https://twitter.com/i/web/status/1258771433569890308
25https://www.euroweeklynews.com/2020/07/07/italians-who-refuse-

coronavirus-treatment-could-be-sectioned/
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detection and community detection techniques, since they have been selected
after a comparison of established works.

Regarding localisation, focus has been placed on the assessment of differ-
ent biLSTM- and transformer-based models, considering that recent litera-
ture attested to their efficacy in sequence labeling problems, such as NER.
The evaluation procedure included dataset variation testing, while the model
that paired state-of-the-art results and a manageable runtime, namely the
BiLSTM-CNN-CRF one, has been suggested as the most fitting for this real-
time service. As far as it concerns face detection, experiments in a manually
annotated collection of images from the retrieved COVID-19 set have been
carried out, in order to evaluate the performance and speed of modern face
detection CNNs in the task of face counting. The results indicate that the se-
lected approach, i.e. Tinyfaces [55], yields the highest accuracy in most cases.
Finally, experiments for comparing different community detection methods
in regard to performance and runtime showed the superiority of the Louvain
algorithm [61]. More details on the experiments are provided in the next
subsections.

5.1. Evaluation of localisation

For the performance evaluation of all the localisation configurations that
have been presented in Section 3.3, the values of the precision, recall and F1-
score measures were computed, as well as the time the model requires to han-
dle a relatively short collection of posts, i.e. ten COVID-19-related tweets.
The latter is an important factor, since analysis needs to be completed swiftly
and in real time. Moreover, since not all entities have the same significance
when determining tweet locations, a decisive factor that influences the most
appropriate model’s selection, is the individual LOC and ORG scores, in-
stead of the overall F1-score for all classes. In some cases, mainly concerning
the Italian language, models that presented the best overall F1-score where
under-performing in the specific classes, compared to models that performed
well enough in these, but not in the rest of the classes; thus, Italian-focused
tests were conducted with both the default dataset configuration (4-class)
and a simulated one (2-class), while the relative decision was influenced by
the performance of individual scores.

English use case: Results achieved in the baseline English version of
the localisation model are very similar to the state-of-the-art for English
NER, yielding an F1-score of ∼91 in the CoNLL2003 dataset. To improve
on those, consequent testing was performed with the addition of BERT and
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ELMo embeddings to the model pipeline, with the respective scores of the
best performing models being visible in Table 4.

System (CoNLL2003)
Precision

(%)
Recall
(%)

F1-score
(%)

Runtime
(secs)

BiLSTM-CNN-CRF 89.92 91.27 90.59 8
BiLSTM-CNN-CRF +
ELMo

91.94 92.90 92.42 28

BiLSTM-CNN-CRF +
BERT

91.27 92.03 91.65 34

BiLSTM-CRF 90.58 91.08 90.83 8
BiLSTM-CRF + ELMo 91.69 92.99 92.33 28
BiLSTM-CRF + BERT 91.45 92.39 91.91 34
BiGRU-CRF 89.77 90.69 90.22 8
BiLSTM-CNN 88.48 90.53 89.49 6

Best shared task system:
Florian et al., 2003 [64]

88.99 88.54 88.76
(not

reported)

Baevski, A. et al. 2019 [65]
(not

reported)
(not

reported)
93.5

(not
reported)

Table 4: Performance evaluation of the proposed system (EN) vs. the baseline system and
state-of-the-art approaches

Both ELMo and BERT embeddings added extra efficacy to the pipeline
and improved previously reported results. During tests the best scores were
consistently achieved with the use of the ELMo embeddings.

Italian use case: The evaluation tests that were performed to deter-
mine which model best serves the Italian language are presented in Table 5.
The evaluation findings indicate that while approaches that leverage BERT
[66] did not achieve great success rates in the established EVALITA2009
dataset, they performed better in the short collection of COVID-19-related
tweets. This is likely due to the specific implementation of BERT, which
was pre-trained on a vocabulary of tweets, instead of prose text. Addition-
ally, the execution time that was required to exploit the extra resources was
prohibitive in a real-world scenario; the BERT-based models necessitated a
considerable amount of extra time (25+ seconds), in comparison to the non-
BERT ones, just to load the embeddings in system memory, and thus the
specific methodology was not explored any further. Consequently, while we
report in Table 5 the results for both BERT and non-BERT models, for the
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actual implementation we adopt the best non-BERT approach.

System (EVALITA2009)
Precision

(%)
Recall
(%)

F1-score
(%)

Runtime
(secs)

BiLSTM-CNN-CRF (2-class) 74.73 76.66 75.68 17
BiLSTM-CNN-CRF 78.03 79.48 78.75 14
BiLSTM-CNN-CRF +
BERT

72.15 74.02 73.07 46

BiLSTM-CRF 80.94 76.54 78.68 15
BiLSTM-CRF + BERT 73.27 75.47 74.36 41
BiGRU-CRF 74.79 78.21 76.46 17
BiGRU-CRF + BERT 71.06 71.55 71.30 40
BiLSTM-CNN 73.23 77.41 75.26 15
BiLSTM-CNN + BERT 65.72 72.94 69.14 25

DNN: Basile, Semeraro, &
Cassotti, 2017 [67]

82.86 81.82 82.34
(not

reported)
Best shared task system:
FBK ZanoliPianta [68]

84.07 80.02 82.00
(not

reported)
Rerank model: Nguyen and
Moschitti, 2012 [69]

85.99 82.73 84.33
(not

reported)

Table 5: Performance evaluation of the proposed system (IT) vs. the baseline system and
state-of-the-art approaches

Additionally, tests were also performed with a modified version of the
dataset, where the LOC and GPE classes were unified into one, the ORG
one remained the same and the PER class was completely omitted. The
2-class accumulated results did not present significant alterations to the ones
of the full dataset, with 2% improvement in the ORG class (69.4% 2-class
vs 67.7% full) and 2% deterioration in the LOC joint class (79.88% 2-class
vs 81.95% full). However, recognition results were significantly ameliorated
when testing the model on the COVID-19 example tweets, with previously
misclassified entities now receiving the correct annotation.

According to the results, the application of additional linguistic resources,
such as contextual embeddings, favours the selected model, rendering it ca-
pable of achieving better recognition results. However, there is a toll in
computation efficiency, since the reported runtimes are increased respec-
tively. Hence, to manage an almost real-time processing of COVID-19-related
tweets, localisation needs to be based on a fast biLSTM implementation. The
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BiLSTM-CNN-CRF approach was the most appropriate candidate for the se-
lected task in both languages, combining great F1 results with manageable
processing time.

5.2. Evaluation of face detection

In this section, the evaluation of a selection of state-of-the-art face detec-
tion methods is presented, as a means of providing motivation for the choice
of integrating the Tinyfaces detector [55] to the proposed framework.

In order to compile the evaluation dataset, a set of 100 Covid19-related
images were manually selected and annotated, with the total count of faces
a human eye can observe in each image. The manual annotation process was
carried out by two individuals who were given the instruction of adding a
face to the total count, for every patch in the image that can be recognized
as a human face or a facial part. The evaluation dataset contains images
with several key challenges, such as crowded scenes with small scale faces
and mask-wearing persons with partially occluded faces. Note that human
annotators were only used so as to construct the test set upon which the
evaluation of automatic face detectors was performed.

Huang et al. presented in [70] an analysis on the accuracy and speed
trade-offs of modern convolutional generic object detectors. In order to pro-
vide a small benchmark, we select the most accurate and the fastest from
the pool of recent state-of-the-art meta-architecture and feature extractor
combinations in [70], and test them for the task of counting human faces in
Covid19-related images. The fastest one, uses the SSD architecture which
is a single feed-forward convolutional network that predicts object classes
and anchor offsets. It has been paired with the updated MobileNetV2 back-
bone feature extractor, presented in [71]. The most accurate in [70] was
found to be the Inception Resnet V2 feature extractor coupled with the
Faster R-CNN architecture, which deploys a region proposal network, to de-
tect class-agnostic object proposals first, and then a box classifier network,
so as to assign classes and refine box coordinates. Both models have been
pre-trained using the Open Images V4 dataset [72], and can be acquired as
off-the-shelf models from the Tensorflow repository [73].

The metrics that are used to evaluate the performance of the models on
face counting are the Mean Squared Error (MSE) and Mean Absolute Error
(MAE):

MSE =
1

n

n∑
i=1

(Yi − Ŷi)
2,
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MAE =
1

n

n∑
i=1

∣∣∣Yi − Ŷi

∣∣∣ ,
where, Yi is the true (annotated) number of faces and Ŷi is the number of
detected faces, in image i, when i is ranging from 1 to n. Moreover, the
running time is given for each model in frames per second, so as to assess
the efficiency of each one.

Model MSE MAE fps
Faster-RCNN with Inception Resnet V2 26.91 1.45 1.53
SSD with MobileNetV2 31.53 1.99 6.63
Tinyfaces 5.35 0.61 0.47

Table 6: Evaluation of face detectors for the task of face counting.

Table 6 shows the evaluation results, which were calculated after passing
the annotated images through the 3 selected face detectors. It can be seen
that, Tinyfaces performs better than the Faster R-CNN and the SSD archi-
tectures judging by both the average squared and absolute errors. Specifi-
cally, Tinyfaces greatly outperforms the other two in the MSE metric, which
greatly penalizes large errors. This may indicate that overcrowded scenes
with a high number of faces cannot be detected well by the other two mod-
els. In terms of speed, Tinyfaces has the slowest response, but given the
high accuracy of predictions in the critical crowded scenes, the overhead is
acceptable.

5.3. Evaluation of community detection

This section presents the experiment realised towards comparing differ-
ent community detection approaches in terms of performance (modularity)
and execution time, in order to find the most appropriate algorithm and
adopt it in our methodology (Section 3.6). The examined approaches are
the Edge Betweenness [74], Fast Greedy [75], Label Propagation [76], Lou-
vain [61], Walktrap [77], and Infomap [78] [79] algorithms, all implemented
in R language. The dataset selected for this experiment comprises tweets
about COVID-19 in Italy, which have been collected between 03/07/2020
and 17/07/2020; a time period in which there was plenty of discussion online
about a proposal for mandatory medical treatment.
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The first metric to be investigated is modularity, a measure of the struc-
ture of networks. It has been designed to measure the strength of division of
a network into modules, i.e. communities. Networks with high modularity
have dense connections between the nodes within modules, but sparse con-
nections between nodes in different modules. We aim at the maximisation of
modularity, defined as:

Q =
1

2m

c∑
i=1

(
eii − a2i

)
where eij is the fraction of links between a node in community i and a node
in community j, ai is the fraction of links between two members of the
community i,m =

∑
k deg (nk) and c is the number of communities. Fig.

14 shows the results of modularity and Louvain appears to outperform the
other methods.

The second metric that is examined is the execution time of each algo-
rithm and the results are depicted in Fig. 15. It has to be noted that Edge
Betweenness is excluded from the figure, because it is extremely slower than
the others (with an average execution time of 12.25 seconds) and it would
affect the readability of the figure. Among the other five algorithms, Lou-
vain and Label Propagation are proven to be the fastest and most scalable
options. This, in combination with the highest achieved modularity, signifies
the superiority of the Louvain algorithm compared to other methods and
justifies our selection to adopt it in our methodology.

6. Conclusions

In this paper we presented an integrated system that collects Twitter
posts in a real-time manner, analyses and visualises them in a multi-level
aspect. Particularly, low-level knowledge is extracted by the analysis of the
tweets to estimate the reliability of the information they bear, to assign
coordinates based on the locations that are mentioned in their text, and
to detect the number of people appearing in their visual content, and the
tweets are visualised as pin-points on an interactive map-based platform.
Furthermore, high-level knowledge is discovered by the aggregated analysis
of the obtained tweets. Therefore, methodologies for event detection by
monitoring the remarkable differences in the daily distribution of the number
of tweets, community detection with identification of the most influential
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Figure 14: Modularity of communities detected by each algorithm as days increase

users, and topic detection by clustering textual streams with similar content
have been encapsulated in the proposed unified framework, accompanied by
the visualisations of their outcomes.

The proposed framework has been applied to monitor tweets about COVID-
19 in the area of Italy, by defining as search keywords the trending hashtags
“#COVID19Italy” and “#COVID19Italia”, and more than 40,000 tweets
have been collected in the first three months of application. The evaluation
of the knowledge extraction methodologies were promising and encouraging
to further continue in this direction. Regarding the automatic geotagging, a
(biLSTM)-based model, specifically trained for the English and Italian lan-
guages, was evaluated on the CoNLL2003 dataset for English and on the
Evalita2009 dataset for Italian. The best models were selected based on
a combination of best F1-scores and runtime; for English the best model
achieved a 90.59 F1-score/8 secs result, while the respective Italian one
reached a score of 78.75 F1-score/14 secs. As far as it concerns the face
detection approach, the Tinyfaces methodology was deployed and evaluated
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Figure 15: Execution time (in seconds) of each community detection algorithm as days
increase

for the task of face counting, along with other SoA detectors. The results
indicate better performance on small scale faces in highly crowded scenes.
Finally, the comparison of alternative community detection techniques by
means of modularity and execution time showed the superiority of the Lou-
vain algorithm that is adopted in our solution.

Generally, this work aims to support authorities and organisations from
the health sector or civil protection in the management of the pandemic crisis.
The visualisation of tweets on a map indicates areas with high activity, while
the filtering/search capabilities enable the discovery of certain types of posts.
The estimation of the number of faces in Twitter images can identify cases
of overcrowding, the detection of recent topics can provide awareness of the
issues that concern the society, the analysis of user communities can expose
accounts responsible for misinformation and event detection can contribute
with alerts of possible outbreaks.

Future directions for the system include the maintenance of a low response
time of showing the results as the collection steadily grows, the development
of more advanced filters in the Interactive Map, and the extension of the
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Visual Analytics Dashboard with further methodologies that assist the situ-
ational awareness of end-users and their response to the ongoing pandemic
crisis. Towards this direction, a consolidation with quantitative and quali-
tative information, such as demographic and statistical information related
to the COVID-19 pandemic crisis in the region of interest could be useful to
enhance the assessment and awareness of the situation by stakeholders and
assist them in the effective decision-making process.
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5g conspiracy theory: social network analysis of twitter data, Journal of
Medical Internet Research 22 (5) (2020) e19458.

[26] C. Li, L. J. Chen, X. Chen, M. Zhang, C. P. Pang, H. Chen, Retrospec-
tive analysis of the possibility of predicting the covid-19 outbreak from
internet searches and social media data, china, 2020, Eurosurveillance
25 (10) (2020) 2000199.

38



[27] K. Jahanbin, V. Rahmanian, Using twitter and web news mining to
predict covid-19 outbreak, Asian Pacific Journal of Tropical Medicine
13 (2020).

[28] E. Chen, K. Lerman, E. Ferrara, Tracking social media discourse about
the covid-19 pandemic: Development of a public coronavirus twitter
data set, JMIR Public Health and Surveillance 6 (2) (2020) e19273.

[29] S. Alqurashi, A. Alhindi, E. Alanazi, Large arabic twitter dataset on
covid-19, arXiv preprint arXiv:2004.04315 (2020).

[30] C. E. Lopez, M. Vasu, C. Gallemore, Understanding the perception
of covid-19 policies by mining a multilanguage twitter dataset, arXiv
preprint arXiv:2003.10359 (2020).

[31] J. M. Banda, R. Tekumalla, G. Wang, J. Yu, T. Liu, Y. Ding,
G. Chowell, A large-scale covid-19 twitter chatter dataset for
open scientific research–an international collaboration, arXiv preprint
arXiv:2004.03688 (2020).

[32] M. Y. Kabir, S. Madria, Coronavis: A real-time covid-19 tweets data
analyzer and data repository (2020).

[33] U. Naseem, I. Razzak, M. Khushi, P. W. Eklund, J. Kim, Covidsenti: A
large-scale benchmark twitter data set for covid-19 sentiment analysis,
IEEE Transactions on Computational Social Systems (2021).

[34] D. Dimitrov, E. Baran, P. Fafalios, R. Yu, X. Zhu, M. Zloch, S. Dietze,
Tweetscov19–a knowledge base of semantically annotated tweets about
the covid-19 pandemic, arXiv preprint arXiv:2006.14492 (2020).

[35] T. Yang, K. Shen, S. He, E. Li, P. Sun, P. Chen, L. Zuo, J. Hu, Y. Mo,
W. Zhang, H. Zhang, J. Chen, Y. Guo, Covidnet: To bring data trans-
parency in the era of covid-19 (2020). arXiv:2005.10948.

[36] OmniSci, Omnisci technical whitepaper - big data analytics at speed
and scale, OmniSci Inc. (2018).

[37] C. Boididou, S. Papadopoulos, L. Apostolidis, Y. Kompatsiaris, Learn-
ing to detect misleading content on twitter, in: Proceedings of the 2017
ACM on International Conference on Multimedia Retrieval, 2017, pp.
278–286.

39



[38] C. Boididou, S. Papadopoulos, M. Zampoglou, L. Apostolidis, O. Pa-
padopoulou, Y. Kompatsiaris, Detection and visualization of misleading
content on twitter, International Journal of Multimedia Information Re-
trieval 7 (1) (2018) 71–86.

[39] G. Lample, M. Ballesteros, S. Subramanian, K. Kawakami, C. Dyer,
Neural architectures for named entity recognition, arXiv preprint
arXiv:1603.01360 (2016).

[40] M. E. Peters, W. Ammar, C. Bhagavatula, R. Power, Semi-supervised
sequence tagging with bidirectional language models, arXiv preprint
arXiv:1705.00108 (2017).

[41] X. Ma, E. Hovy, End-to-end sequence labeling via bi-directional lstm-
cnns-crf, arXiv preprint arXiv:1603.01354 (2016).

[42] J. P. Chiu, E. Nichols, Named entity recognition with bidirectional lstm-
cnns, Transactions of the Association for Computational Linguistics 4
(2016) 357–370.

[43] E. F. Sang, F. De Meulder, Introduction to the conll-2003 shared
task: Language-independent named entity recognition, arXiv preprint
cs/0306050 (2003).

[44] M. Speranza, The named entity recognition task at evalita 2009, in:
EVALITA 2009, 2009.

[45] N. Reimers, I. Gurevych, Optimal hyperparameters for deep lstm-
networks for sequence labeling tasks, arXiv preprint arXiv:1707.06799
(2017).

[46] J. Pennington, R. Socher, C. D. Manning, Glove: Global vectors for
word representation, in: Proceedings of the 2014 conference on empirical
methods in natural language processing (EMNLP), 2014, pp. 1532–1543.

[47] E. Grave, P. Bojanowski, P. Gupta, A. Joulin, T. Mikolov, Learning
word vectors for 157 languages, arXiv preprint arXiv:1802.06893 (2018).

[48] P. Viola, M. Jones, Rapid object detection using a boosted cascade of
simple features, in: Proceedings of the 2001 IEEE computer society
conference on computer vision and pattern recognition. CVPR 2001,
Vol. 1, IEEE, 2001, pp. I–I.

40



[49] C. Shu, X. Ding, C. Fang, Histogram of the oriented gradient for face
recognition, Tsinghua Science and Technology 16 (2) (2011) 216–224.

[50] T. Ahonen, J. Matas, C. He, M. Pietikäinen, Rotation invariant im-
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