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ABSTRACT
In this work we deal with the problem of summarizing image collections that correspond to a single event each. For this, we adopt a clustering-based approach, and we perform a comparative study of different clustering algorithms and image representations. As part of this study, we propose and examine the possibility of using trained concept detectors so as to represent each image with a vector of concept detector responses, which is then used as input to the clustering algorithms. A technique which indicates which concepts are the most informative ones for clustering is also introduced, allowing us to prune the employed concept detectors. Following the clustering, a summary of the collection (thus, also of the event) can be formed by selecting one or more images per cluster, according to different possible criteria. The combination of clustering and concept-based image representation is experimentally shown to result in the formation of clusters and summaries that match well the human expectations.
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I.4.10 [Image Processing and Computer Vision]: Image Representation
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1. INTRODUCTION
Summarization of image collections, especially collections related to an event (e.g., a social event, or a personal event such as a trip), is increasingly becoming an important topic due to the widespread availability of various digital image capture and consumption devices (e.g., smartphones, tablets, cameras) and the proliferation of media communication channels such as the Internet. Users are inundated with thousands of images, and efficient ways to organize them are necessary. The main goal of our study is the clustering and summarization of event-related image collections, in order to facilitate users to have an overview of the collections' contents and consume this summary in a wide range of related applications, from slideshow generation to digital preservation applications [9].

Image clustering has been studied in the context of several diverse applications. In order to facilitate the image retrieval task, in [14, 27] visual features were used for grouping images into meaningful clusters. More specifically, [27] uses low-level color features, such as the HSV color histogram, to represent each image, while [14] makes use of the SIFT local descriptor. Effective browsing within large image collections is the motivation of [18] and [20]; visual and textual features are combined and are used for clustering in [18], while in [20] local visual features are extracted using the SURF descriptor in order to represent the visual properties of the image, and the tags which are related with the images are used as additional features. In [29] the pixel values of the subsampled images are directly used as features for clustering. A technique which is oriented specifically towards the organization of event-related image collections is proposed in [3]: a split-n-merge algorithm is introduced, which uses the date and the time that the image was taken, the geographic coordinates of the images and the user who uploaded them on the Internet as basic features of the images.

Specifically for image collection summarization, clustering algorithms in combination with low-level visual features are often used for the selection of representative images from the collection [1, 24]. For example, at the MediaEval 2013 Retrieving Diverse Social Images task, most works use clustering methods applied to low-level visual and textual features in order to produce a summary characterized by diversity [11, 28]. In [22], textual features or user information in addition to visual features are used for composing a graph, on which the Random Walker algorithm with restart is applied to select representative images. For the summarization of social events, in [5], features such as the time, the geographical coordinates and textual information are used in order to collect and cluster the event-related images. The final selection of images for the summary is based on visual features and the number of views or likes of each image.

In this study, we compare the usage of low-level visual features for image representation, which is a technique adopted by many existing works, with the combination of clustering techniques and a concept-based approach to image representation, which builds on confidence scores provided by trained
visual concept detectors. Although the concept detectors are far from perfect, this approach bridges to some extent the gap between the low-level representation of images and the high-level concepts that are perceived by humans when looking at them, and relies on the latter concepts for effecting a clustering and summarization that better matches human expectations. Throughout the study, we deliberately refrain from using any time or geolocation metadata that might accompany the images, so as to examine how well we can do by just considering the visual content of the images, and also to avoid being affected by any errors due to poor time synchronization across different image capture devices [2].

The rest of the paper is organized as follows. The proposed approach to image clustering and summarization is presented in Section 2. The set up of our experimental study and the extensive experiments and results that were obtained are reported in Section 3. Finally, conclusions are drawn in Section 4.

2. PROPOSED APPROACH

2.1 Overview

The traditional approach to clustering-based summarization has three steps. Suppose a collection $I$ of $N$ images $I = \{I_1, I_2, \ldots, I_N\}$ that we want to cluster into $K$ clusters. Low-level visual features are extracted, which means that each image is represented as a vector of arithmetic values. These vectors are used as input to a clustering algorithm. The result is the formation of a set of clusters $G = \{G_1, G_2, \ldots, G_K\}$. Finally, a set of representative images $R = \{R_1, R_2, \ldots, R_M\}$ are selected for summarizing the image collection (often, for simplicity, one representative image per cluster, i.e. $M=K$). Figure 1 (a) presents the stages of typical image clustering for summarization.

In our work, we introduce a new processing stage which is inserted after the feature extraction one. Having at our disposal a pool of trained concept detectors $C = \{C_1, C_2, \ldots, C_J\}$, where $J$ is the number of concepts and is typically in the order of hundreds, we apply them to the images of collection $I$ and receive the prediction scores for each concept. Thus, each image can be represented as a $J$-element vector of detector confidence scores (model vectors [25]), e.g. for the $i$-th image the corresponding model vector has the form of $C(I_i) = [C_1(I_i), C_2(I_i), \ldots, C_J(I_i)]$, where $C_j(I_i)$ is the confidence score produced by the $j$-th concept detector $C_j$ [25]. The confidence score is defined as the degree of confidence that a concept is depicted in the image and takes values in the range $[0,1]$. The clustering algorithm is then applied on these vectors and the representative images are selected as above. Figure 1 (b) shows the proposed clustering approach.

2.2 Visual Concepts for Clustering

The concept detection procedure that we used in our work is that of [15]. Three image representations (low-level descriptors) are employed for the concept detection task, based on SIFT, RGB-SIFT and OpponentSIFT. These representations are combined with two strategies for the detection of interest points, dense sampling and Harris-Laplace corner detector [8]. Additionally, two assignment methods are used in order to assign these low-level descriptors to the vocabularies created by K-means clustering, hard and soft assignment. In all cases we adopt a spatial pyramidal $3 \times 3$ scheme [12]. As a result for each combination of descriptor, point detector and assignment method, a 4000-element vector per image is formed, which is the concatenation of the 3 bag-of-words (BoW) feature vectors from the 3 horizontal bands of the image and the one which is created using the whole image (each of them has 1000 elements). Then, each such vector is used as input to the set of concept classifiers, which are linear SVMs. As for the training, we trained our framework on the TRECVID 2013 Semantic Indexing (SIN) ground-truth annotated development set [19]. The 346 concepts that we used are those defined in the TRECVID SIN task (i.e., a generic set of heterogeneous concepts, not chosen specifically to match the image collections we experimented with). Thus, each image is represented by a 346-element vector of confidence scores.

In our approach, these vectors of confidence scores are the input to the various clustering algorithms that we examine (e.g. K-means, Hierarchical). For this, the distance measure to be used during clustering has also to be defined. When working with low-level features, the squared Euclidean or the Euclidean distance, depending on the clustering algorithm, are typically used in the literature. However, for the model vectors we use an alternative distance measure which was introduced in [17], and was shown to be appropriate.

![Figure 1: Clustering examples. (a) Typical image clustering approach. The clustering algorithm is applied directly to the low-level visual features. (b) Proposed concept-based clustering approach. The clustering is performed on the responses of a pool of automatic concept detectors. These detectors are not manually selected to match the contents of the image collection, and their introduction into the clustering pipeline does not require any kind of user interaction (i.e. the entire clustering process remains fully automatic).](image-url)
for confidence scores comparison. According to it, if \( C(I_i) \) and \( C(I_k) \) are two model vectors for the images \( I_i \) and \( I_k \) respectively, the distance \( D \) of \( C(I_i) \) and \( C(I_k) \) is defined as:

\[
D(C(I_i), C(I_k)) = \sqrt{\sum_{j=1}^{J} \left( \frac{C_j(I_i) - C_j(I_k)}{C_j(I_i) + C_j(I_k)} \right)^2}
\]

where \( J \) is the total number of concepts.

### 2.3 Finding a Compact Concept Bank

Inspired by the technique that was presented in [16] for finding an informative concept bank for video event detection, we adopt a similar approach for discovering the concepts which are the most useful ones for clustering. We consider that the measure that should be optimized in our case during concept selection is the same one that we use in the sequel for evaluating the clustering results, i.e. the Normalized Mutual Information (NMI) [26].

Suppose that a subset of concept detectors is denoted by \( x \) and \( f(x) \) is the objective function that we want to optimize. The random variable \( x \) is characterized by the distribution \( p(x; \Theta) \) where \( \Theta \) is a variable that controls the importance of each concept detector to the final score \( f(x) \). This random variable is modeled by the cross-entropy optimization [21]. This method has three basic steps:

- Generate \( n \) random samples according to \( p(x; \Theta) \) which is modeled by a binomial distribution, i.e. each sample \( x \) is a binary vector.
- Evaluate each sample \( x \) using \( f(x) \). Take the top \( m \) samples that give the best results.
- Use the \( m \) samples in order to re-estimate \( \Theta \).

This method is repeated for a number of iterations and in each iteration \( q \) the utility \( \Theta(q) \) of the concept \( i \), taking into account the \( m \) top best samples, is calculated as:

\[
\Theta_i(q) = \frac{1}{m} \sum_{j=1}^{m} x_{i,j}(q)
\]

where \( x_{i,j}(q) \) has the value 1 if the concept \( i \) takes part to the solution and 0 otherwise. At the end of this iterative process, the higher values of \( \Theta_i \) indicate more informative concepts.

### 2.4 Clustering-based Summarization

Following clustering, a set of images summarizing the collection needs to be selected. These are typically images belonging to different clusters, for ensuring their diversity. For the clustering algorithms that do not directly provide a representative sample for each cluster (e.g. K-means, Hierarchical), the image that is closest to the cluster’s center is selected. For algorithms that indicate which member of each cluster is the closest one to all other items of the same cluster (e.g. Partitioning Around Medoids, Farthest First Traversal Algorithm) or is representative for a set of items (e.g. Affinity Propagation), we select the indicated representative images. In this way, a collection summary comprising as many images as the number of clusters is formed.

### 3. EXPERIMENTAL RESULTS

#### 3.1 Datasets and Evaluation

We perform our experiments on 14 image collections, each capturing a different event. The first 8 of them are image collections of personal travel events whose size varies from 104 to 254 images, and the other 6 are image collections of social events (e.g. concerts) retrieved from the Internet and whose size varies between 159 and 325 images. For each collection two ground truth clusterings have been created manually (by one annotator for each image collection), with different numbers of clusters: one for a fixed number of clusters (\( k=10 \) for each collection), and one for a variable number of clusters (denoted \( k=\text{var} \); the annotators were given the freedom to choose the number of clusters that would prefer for each collection). In both cases, the annotators were instructed to create the ground truth by considering the visual content of the images and how the entire collection of images of each given event could be summarized in the best way, rather than look at the time information and try to break down the collection to time-centered sub-events.

For the clustering procedure, the clustering algorithms that we studied and evaluated are: K-means [13], Hierarchical clustering using complete linkage (hier-comp) [4], Hierarchical clustering using single linkage (hier-single) [23], Partitioning Around Medoids (PAM) [10], Affinity Propagation (AP) [6] and the Farthest First Traversal Algorithm (Far. First) [7]. Three types of image representation are combined with each one of the above algorithms and are compared: low-level color features (HSV histogram), a BoW representation (created from SIFT features extracted on a dense grid and assigned to words using soft assignment), and the proposed approach, that is based on model vectors.

We evaluate the clustering results by computing the Normalized Mutual Information (NMI) [26] between each of the resulting clusterings and the manually-created ground truth. For evaluating the image collection summarization results, the Cluster Recall (CR) [30] is used. This measure allows us to assess how many clusters of the ground truth are represented in the generated summary. E.g., assuming 10 clusters in the ground truth and an automatically created summary comprising 10 images, if these 10 images belong to 7 different clusters of the ground truth, then \( CR(k=10) \) is equal to 0.7.

For the concept selection method, we set the parameters of the cross-entropy algorithm as in [16], i.e. 20 iterations, 1000 concept samples per iteration, and 200 top best samples per iteration. For the calculation of NMI during concept
selection, we use K-means as the clustering algorithm. In order to select the X most informative concepts for a given collection, we use as input to the algorithm of section 2.3 the images and ground truth clustering of all other image collections of the same type of event (i.e. personal travel, or social event) in our dataset.

### 3.2 Clustering Results

Table 1 presents the clustering results for all the image collections. We compute the mean value and the standard deviation of NMI over all image collections, separately for the default number of clusters (k=10), and for k=var. The last two horizontal blocks of the table present the results obtained when we apply the clustering algorithms to a subset of the total pool of concepts (100 and 200 concepts, respectively), which are selected using the learnt concept ordering for each collection (section 2.3).

As can be seen in Table 1, the model vectors in combination with the K-means algorithm give the best results (NMI). Generally, the use of model vectors gives better results in almost all cases. Specifically, using model vectors outperforms the HSV histogram and the BoW in 134 and 158 out of 168 experiments (6 clustering algorithms × 28 ground truth clusterings of the 14 image collections), respectively. The standard deviation of NMI when using model vectors is also lower in most cases than that obtained using the HSV histograms. It should be noted that the use of Euclidean or squared Euclidean distance in model vectors would give slightly worse results than using the distance of Eq.(1). E.g. the K-means (k=10) in combination with model vectors and Eq.(1) gives mean NMI = 0.36, while using the squared Euclidean distance would result in mean NMI = 0.35. Finally, we observe that in some cases using a reduced number of concepts (i.e. 100 or 200), rather than all 346 concepts gives better results.

This can be attributed to the fact that the original pool of 346 concepts contains many concepts that are irrelevant to our dataset; pruning these concepts using the procedure of section 2.3 results in more meaningful input to the clustering algorithms.

For the concept selection technique, Fig. 2 (a) and (b) show how the NMI changes for an example image collection when we vary the number of concepts being used. For any number of concepts (shown on the horizontal axis), the exact set of concepts is selected using the procedure of section 2.3 applied on either the images and ground truth annotations for all other collections (separately for travel and social events) in our dataset (as for the Table 1 experiments; these curves are denoted “learnt concept ordering” in Fig. 2) or using the images and the ground truth clustering of the same test image collection (which gives us the maximum possible NMI that could be achieved if the concepts that are most appropriate for the given test collection were selected; these curves are denoted “optimal concept ordering”). The “random concept ordering” curve is created by randomly selecting a concept ordering (this experiment is repeated 10 times and the average results are shown in Fig. 2). The “optimal concept ordering” curves indicate that by carefully selecting a subset of the available concepts, we can have significant gains in NMI. In practice, performing this selection on different datasets does not produce such pronounced gains, but

<table>
<thead>
<tr>
<th>Image representation</th>
<th>Clustering algorithm</th>
<th>NMI (k=10) ±</th>
<th>NMI (k=var) ±</th>
<th>CR (k=10) ±</th>
<th>CR (k=var) ±</th>
</tr>
</thead>
<tbody>
<tr>
<td>HSV Histogram</td>
<td>k-means</td>
<td>0.30 ± 0.12</td>
<td>0.58 ± 0.14</td>
<td>0.31 ± 0.10</td>
<td>0.63 ± 0.17</td>
</tr>
<tr>
<td>SIFT+BoW</td>
<td>k-means</td>
<td>0.26 ± 0.12</td>
<td>0.54 ± 0.13</td>
<td>0.21 ± 0.09</td>
<td>0.62 ± 0.17</td>
</tr>
<tr>
<td>Model Vectors</td>
<td>k-means</td>
<td>0.30 ± 0.10</td>
<td>0.58 ± 0.07</td>
<td>0.33 ± 0.13</td>
<td>0.58 ± 0.16</td>
</tr>
<tr>
<td>(# concepts=100,</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>selected as in</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>section 2.3)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model Vectors</td>
<td>k-means</td>
<td>0.35 ± 0.09</td>
<td>0.57 ± 0.14</td>
<td>0.29 ± 0.10</td>
<td>0.56 ± 0.12</td>
</tr>
<tr>
<td>(# concepts=200,</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>selected as in</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>section 2.3)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Mean and variance of the evaluation measures NMI and CR over all image collections in our dataset, separately for each possible combination of clustering algorithm - image representation.
does allow the reduction of the computational cost of clustering by reducing the number of concepts being used without significantly affecting the clustering effectiveness.

### 3.3 Summarization Results

The summarization results are also presented in Table 1. We can see that the CR evaluation measure generally takes its best value when we use the model vectors as image representation and the Farthest First Traversal Algorithm as clustering algorithm. Overall, for the image collections, the use of model vectors outperforms the use of the HSV histogram and the BoW in 113 and 128 out of 168 experiments, respectively. Figures 3 and 4 depict representative examples of the type of images in our collections and the summaries that are generated.

### 4. CONCLUSIONS

In this work, we examined the problem of event-related image collection summarization using a clustering approach. While most of the existing approaches in the literature use low-level visual features for image representation, we have employed concept detection confidence scores as image features. Our experimental results give evidence that the K-means algorithm combined with model vectors gives the best clustering results, and the Farthest First algorithm combined again with model vectors gives the best summarization results. Finally, we showed that selecting a subset of the available concept detectors for forming the model vectors can give us similar results to using the complete set of them, at evidently lower computational cost (since lower-dimensional feature vectors are used for clustering).
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