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Abstract:

In this paper, we propose a method for the partitioning of dance sequences into multiple periods and motion patterns. The proposed method deploys features in the form of a skeletal representation of the dancer observed through time using multiple depth sensors. This representation is the fusion of skeletal features captured using multiple sensors and combined into a single, more robust, skeletal representation. Using this information, initially we partition the dance sequence into periods and subsequently into motion patterns. Partitioning into periods is based on observing the horizontal displacement of the dancer while each period is subsequently partitioned into motion patterns by using an exemplar-based Hidden Markov Model that classifies each frame into an exemplar representing a hidden state of the HMM. The proposed method was tested on dance sequences comprising multiple periods and motion patterns providing promising results.
1. INTRODUCTION

Dance is an immaterial art relying on the motion of the performers’ body. The capture, analysis and modelling of this motion with the help of ICT technologies could contribute significantly to the preservation and transmission of this intangible cultural heritage [1, 2]. However, the main challenge of this task lies in the accurate recognition of human body movements. Today, the major advantages over earlier systems include the ability to make more precise measurements with a wider array of sensing strategies, the increased availability of processing power to accomplish more sophisticated interpretations of data, and a greatly enhanced flexibility in the area of media rendering [3, 4, 5].

There exist different sensing technologies applied to motion capture, which can be broadly divided onto three categories depending on the degree of precision, the cost and the constraints posed by each technology. Optical motion capture is currently the most accurate motion capture technique, but it is also the most expensive one. It is based on the triangulation of reflective markers taped to the performer’s body, which are detected by the surrounding cameras. Inertial motion sensors are less expensive but also less accurate. They are attached to the limbs and can track the angles between the body segments. Finally, markerless motion capture based on real-time depth sensing systems such as Microsoft Kinect [6, 7] can track the volume of a performer and produce skeletal data. These sensors are relatively cheap and offer a balance in usability and cost compared to optical and inertial sensors.

Human action and gesture recognition using markerless motion capture technologies can be coarsely grouped into two classes. Earlier approaches used sequences of depth maps to extract features and model the dynamics of the action explicitly. Bag of Words methods are employed as an intermediate representation with subsequent use of statistical models such as Hidden Markov models (HMM), graphical models (GM) and Conditional Random Fields (CRF) [8]. More recent approaches that use skeletal data, such as 3D positions of human joints, calculated from the depth maps [9]. Joint position trajectories are used in conjunction with Dynamic Time Warping (DTW) variants in order to classify the motion patterns [10]. Another approach is the extraction of features from the whole skeleton in histogram form and the use of statistical models for classification [11].

In this paper we present a method for dance capture and analysis in the form of automatic recognition of motion patterns, which constitute the choreography. More specifically, we use multiple synchronized depth sensors for skeletal data acquisition, and we extract low level features, such as skeletal joint positions in 3D space along with rotation angles. The features extracted from each sensor
are combined then by applying a skeletal fusion procedure. The representation of a dance sequence in terms of these features requires a suitable classification procedure that will be able to detect temporal segments of the sequence that correspond to dance patterns. Since, Hidden Markov Models have been shown to be very efficient in representing motion due to their ability to capture dynamics of motion [12], we use exemplar-based HMMs for partitioning of dance sequences into their constituent periods and motion patterns. The proposed method is completely unsupervised, allowing the automatic identification of exemplars, and computationally efficient.

2. OVERVIEW OF THE PROPOSED SYSTEM

The proposed system is based on four main processes: feature extraction, period detection, unsupervised HMM training, and dance pattern partitioning (Fig. 1). In the first stage, a sequence of detailed features is captured based on a human body model. The Microsoft Kinect SDK is used for the acquisition of skeletal data, which provides position and rotation information of 20 predefined joints of a human body shown in Fig. 2. For each joint, a confidence value of tracking is also provided, which can be high, medium or low. Subsequently, these skeletal data, captured by each sensor, are combined into a single skeletal representation using a fusion procedure.

The sequence of features provided by the fused skeleton is used then in order to partition the sequence into its periods, i.e., the parts of the sequence that are repeated through time. Once the periods are known, each period is used for the automatic training of an exemplar-based HMM, where the probability that an observation was generated by a state is a function of the distance between the observation and the exemplar that represents the HMM state.

Initially, the HMM exemplars for each period are iteratively calculated and subsequently, the sequence of features can be seen as being generated by a sequence of HMM states. The interpretation
of the sequence of states that have been generated by the sequence of features, yields the dance patterns in each dance period. The whole process is considered as entirely unsupervised.

3. SKELETON FUSION

Initially, the motion capture is performed and skeletal tracking data are combined by fusing the data. Skeleton fusion is the process of combining skeletal data recorded by multiple sensors into a single, more robust skeletal representation. It helps address problems occurring due to occlusions and self-occlusions of parts of the dancer’s body, for example when one leg is raised in front of the other, thus hiding the other leg from the camera. In addition, combining
skeletal tracking data from multiple sensors allows for larger capturing area, since the total field of view can be increased, depending on the placement of the sensors. For our recording sessions, we used three depth sensors placed in arc topology in front of the dancer, thus allowing the dancer for more room to move (Fig. 3). In addition, fusion decreases the noise inherent in skeletal tracking data of the depth sensor. The concurrent use of depth sensors creates some interference due to infrared emission, which depends on the number of sensors used and the topology of their placement [13]. We found that using three sensors in an arc topology provided significant benefits due to skeletal fusion without major degradation of the original skeletal data due to interference.

Prior to fusion, skeletal data from all sensors have to be transformed to a common reference coordinate system of the reference sensor, a process called registration. In order to perform skeleton registration, the sensors have to be calibrated; i.e. a rigid transformation of position and orientation of each sensor pair must be estimated. Our calibration procedure does not require checker boards or similar patterns; instead it uses the point clouds of the skeleton joints as detected by each sensor. We run the Iterative Closest Point (ICP) algorithm [14] on the joint point clouds to estimate the rigid transformation that minimizes the distance between the two point clouds. This transformation is then used to register the skeletons acquired from each sensor in the reference coordinate system. We have used the implementation of ICP algorithm found in the Point Cloud Library (PCL) [15].

Once the skeletons are registered, they are combined according to a specific fusion strategy. Specifically, we have developed a fusion strategy working on joint positional data, which could be extended to rotational data as well with slight modifications. Initially, the sum of all joint confidence levels of each skeleton is computed and the skeleton with the highest total is selected. This skeleton consists of most successfully tracked joints and it is expected to be the most accurate representation of the real person posture. We consider the joints of this skeleton as base and construct the fused skeleton joints in the following manner, by examining the confidence values of each joint of the base skeleton. There are three possible values of confidence: high, medium and low. If the confidence of the base joint is high, it is left as is for the fused skeleton. Otherwise, if the confidence is medium or low, the joint position is corrected by taking into account the remaining skeletons. If corresponding joints with high confidence are found in any of the remaining skeletons, their average position is used to replace the position value of the joint. If there are no corresponding joints with high confidence, the same procedure is applied for joints tracked with medium confidence. Lastly, if only low confidence joints exist, their average is used as a position value of the fused joint.
Since joint averaging, switching from one base skeleton to another in conjunction with sensor calibration inaccuracies can introduce artifacts in the form of sudden rapid changes in joint position from frame to frame, a filtering stabilization step has been introduced which is applied to the fused skeleton stream. A time window of three frames is used in order to keep the last three high-confidence positions per joint. The centroid of these three positions is calculated and updated at each frame. If the Euclidean distance between a joint position and this centroid is higher than a certain threshold, then the joint position is replaced by the centroid, so as to avoid rapid changes in joint positions. The thresholds are different for each joint, since it is expected that some joints (hands and feet) move more rapidly than others.

4. PARTITIONING INTO PERIODS

The dance sequence is initially partitioned into periods. For the purpose of sequence partitioning, we used the horizontal displacement of the waist of the dancer during dancing. This displacement, shown in Figure 4a, exhibits a specific periodic behavior and its minima indicate the end point of a period and the beginning of another. In this way, the detection of periods can be trivially achieved by detecting all minima. Experimental application of this method showed that it detects periods in a remarkably accurate and consistent way.

5. UNSUPERVISED EXEMPLAR-BASED HMM CLASSIFICATION

Once periods in the dance sequence have been identified, the features extracted from each period will be treated as a sequence of observations to be used to determine the parameters of the HMM. The sequence of such observations, extracted using the process above, will be denoted

\[ H = h_1, h_2, h_3, \ldots, h_T \]

where \( h_t, t = 1, \ldots, T \) is a vector representing the features extracted from each frame in the dance sequence. The feature vector selected, consists of position and rotation data of eight lower body joints. The position features are the location of the joint in 3D space and the rotation features consist of a quaternion which contains the relative rotation of the bone connecting the joint to its parent in the skeletal hierarchy. We selected the hip, knee, ankle and foot joints of both legs, since the leg movements were considered to have a greater discriminating power in dance pattern detection.

Initially, the HMM parameters and the exemplars associated with each HMM state need to be determined. It must be emphasized, however, that the eventual partitioning of dance periods into patterns
will be deduced based on the classification of frames to exemplars. In this sense, the proposed method is unsupervised and does not require a separate set of data for training and testing but, instead, the test data are processed through the training of the HMM.

The calculation of the parameters of the HMM is straightforward and follows that in [16]. These parameters will be denoted \( \lambda = \{\pi, A, e\} \), where \( \pi \) denotes the initial state probabilities, \( A \) denotes the matrix of state transition probabilities, and \( e \) is the set of state exemplars. A left-to-right HMM is considered, the initial state probabilities of which are

\[
\pi_n = \begin{cases} 
1 & \text{if } n = 1 \\
0 & \text{otherwise}
\end{cases}
\]

where \( \pi_n \) is the initial state probability for the \( n \)th state, \( n = 1, \ldots, N \), of the HMM.

The probability that the feature observation \( h_t \) at time \( t \) is generated by state \( q_t \) is denoted \( b_{qt}(h_t) \). For this reason, the output probability distribution is calculated, similar to [16, 17, 18], based on the distance of observation \( h_t \) from the state exemplar \( e_{qt} \)

\[
b_{qt}(h_t) = P(h_t \mid e_{qt}) = Ve^{-\nu D(h_t, e_{qt})}
\]

where \( V \) and \( \nu \) are normalization parameters. The parameters of the HMM are calculated using expectation-maximization. The similarity between frames and exemplars is assessed based on a Euclidean distance and the probability that the features of a frame have been generated by a state is given by eq. (2) above. A trellis is formed and the sequence of features in a period is classified to HMM states by calculating the trellis path that corresponds to the highest probability. Exemplars are updated as the average of the features that appear to have been generated by the respective states. This process is iterated until convergence. Usually convergence is reached within a few iterations. The patterns in a period are deduced from the frames that have been allocated to each HMM state.

6. EXPERIMENTAL RESULTS

The proposed method was applied on a dance sequence of Greek traditional Tsamiko dance using a setup of three depth sensors, placed in front of the dancers. The dancers were instructed to dance on a straight line, facing the sensors. No complex figures were performed, due to the inherent limitations of the Kinect skeleton tracker. In order to assess the efficiency of the proposed method, we captured 3 experts and 9 students dancing Tsamiko. The recorded sequences were manually annotated and the start and end frames of each period and
each pattern were marked. Spatial coordinate and orientation features were extracted from the sequences, as described in Section 2, and were subsequently used as input to our system.

First, the sequences were automatically partitioned into periods as described in Section 4, by tracking the local minima of waist joint horizontal displacement. Since, one period of Tsamiko dance consists of several moves in the right direction followed by movement to the left, the detection of horizontal body displacement works remarkably well for the segmentation of a dance period. Subsequently each period was further partitioned into its constituent patterns. Each period of the single step version of Tsamiko dance can be split into three basic motion patterns. We used a 15-state HMM, with the first 4 states corresponding to the first motion pattern (Fig. 4b). The remaining 5 and 6 states were assigned to the second and third motion pattern respectively, from which a dance period consists.
To measure the accuracy of our automatic segmentation, we calculate the segmentation error as the percentage of the distance between ground truth segment and the detected segment normalized to the length of the whole dance period. Also we consider a deviation of 3 frames from the ground truth should not be regarded as error since the manual annotation of patterns has a small margin for error by a few frames. So, all the error percentages are calculated after a subtraction of 3 frames from them. As can be seen from the tables below, the automatic partitioning into periods we applied came within 0.27% for the experts and 0.78% for the students respectively, of the manually annotated sequences (Table 1). Also, the determined pattern segmentation came within 1.09% - 2.39% for the experts and 1.44% - 4.91% for the students, of the manually annotated. As expected, the accuracy of segmentation of the expert recordings is greater since the movements are ‘cleaner’ and devoid of mistakes in dance execution. Also we observe that the detection of dance

---

Table 1. Segmentation error rates of the proposed method applied to dance recordings

<table>
<thead>
<tr>
<th>Recording</th>
<th>Segments 1/2</th>
<th>Segments 2/3</th>
<th>Periods</th>
</tr>
</thead>
<tbody>
<tr>
<td>Expert A</td>
<td>0.4%</td>
<td>2.83%</td>
<td>0.3%</td>
</tr>
<tr>
<td>Expert B</td>
<td>2.66%</td>
<td>2.66%</td>
<td>0.1%</td>
</tr>
<tr>
<td>Expert C</td>
<td>0.21%</td>
<td>1.69%</td>
<td>0.42%</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td>1.09%</td>
<td>2.39%</td>
<td>0.27%</td>
</tr>
</tbody>
</table>

Table 2. Segmentation error rates of the proposed method applied to dance recording of nine students.

<table>
<thead>
<tr>
<th>Recording</th>
<th>Segments 1/2</th>
<th>Segments 2/3</th>
<th>Periods</th>
</tr>
</thead>
<tbody>
<tr>
<td>Student A</td>
<td>2.64%</td>
<td>6.41%</td>
<td>1.06%</td>
</tr>
<tr>
<td>Student B</td>
<td>0.2%</td>
<td>4.14%</td>
<td>0.01%</td>
</tr>
<tr>
<td>Student C</td>
<td>0.79%</td>
<td>3.97%</td>
<td>0.4%</td>
</tr>
<tr>
<td>Student D</td>
<td>2.24%</td>
<td>3.86%</td>
<td>1.38%</td>
</tr>
<tr>
<td>Student E</td>
<td>1.38%</td>
<td>4.56%</td>
<td>0.01%</td>
</tr>
<tr>
<td>Student F</td>
<td>0.01%</td>
<td>3.99%</td>
<td>0.01%</td>
</tr>
<tr>
<td>Student G</td>
<td>3.76%</td>
<td>8.78%</td>
<td>3.10%</td>
</tr>
<tr>
<td>Student H</td>
<td>0.19%</td>
<td>3.78%</td>
<td>1.07%</td>
</tr>
<tr>
<td>Student I</td>
<td>1.77%</td>
<td>4.73%</td>
<td>0.01%</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td>1.44%</td>
<td>4.91%</td>
<td>0.78%</td>
</tr>
</tbody>
</table>
periods has increased accuracy relative to the detection of smaller
dance segments.

7. CONCLUSIONS

We proposed a method for the partitioning of dance sequences into
periods and patterns. The proposed method deployed features in the
form of a skeletal representation of the dancer observed through time.
This representation was the fusion of skeletal features captured using
multiple sensors and combined into a single, more robust, skeletal
representation. Using this information, initially we partitioned the dance
sequence into periods and subsequently into patterns. Partitioning into
periods was based on observing the horizontal displacement of the
dancer while each period was subsequently partitioned into patterns
by means of training an exemplar-based Hidden Markov Model that
classified frames to exemplars representing HMM states. The proposed
method was tested on a multiple dance sequences comprising
multiple periods and patterns and was seen to have excellent
performance.
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