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The automated analysis of activity in digital multimedia, and especially video, is gaining more and more importance due to the
evolution of higher level video processing systems and the development of relevant applications such as surveillance and sports.
This paper presents a novel algorithm for the recognition and classification of human activities, which employs motion and color
characteristics in a complementary manner, so as to extract the most information from both sources, and overcome their individ-
ual limitations. The proposed method accumulates the flow estimates in a video, and extracts “regions of activity” by processing
their higher order statistics. The shape of these activity areas can be used for the classification of the human activities and events
taking place in a video and the subsequent extraction of higher-level semantics. Color segmentation of the active and static ar-
eas of each video frame is performed to complement this information. The color layers in the activity and background areas are
compared using the earth mover’s distance, in order to achieve accurate object segmentation. Thus, unlike much existing work
on human activity analysis, the proposed approach is based on general color and motion processing methods, and not on specific
models of the human body and its kinematics. The combined use of color and motion information increases the method robust-
ness to illumination variations and measurement noise. Consequently, the proposed approach can lead to higherlevel information
about human activities, but its applicability is not limited to specific human actions. We present experiments with various real
video sequences, from sports and surveillance domains, to demonstrate the effectiveness of our approach.

Copyright © 2008 Alexia Briassouli et al. This is an open access article distributed under the Creative Commons Attribution
License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly
cited.

1. INTRODUCTION

The analysis of digital multimedia is becoming more and
more important as such data is being used in numer-
ous applications, in our daily life, in surveillance systems,
video indexing and characterization systems, sports, human-
machine interaction, the semantic web, and many others.
The computer vision community has always been interested
in the analysis of human actions from video streams, due to
this wide range of applications.

The methods used for the analysis are often application
dependent, and they can focus on very particular actions,
such as hand gestures [1, 2], sign language, gait analysis
[3, 4], or on more general and complex motions, such as ex-
ercises, sports, dancing [5–8]. For specific applications, like
gait analysis, kinematic models and models of the human
body are often used to analyze the motion, to characterize
it (e.g., walking versus running), and even to identify indi-

viduals [9, 10]. In [11], human actions are represented by
an appropriate polygon-based model, whose parameters are
estimated and fit to a Gaussian mixture model (GMM). Al-
though more general than other methods, this one is depen-
dent on the applicability of the polygon model and the ac-
curacy of the GMM parameter estimation. In other applica-
tions, like those concerning the analysis of sports videos [12],
the focus is on other cues, namely the particular color and
appearance characteristics of a tennis court or a soccer field
[6]. Sports-based video analysis also takes advantage of rules
in sports, which are very useful for the extraction of seman-
tics from low-level features, such as trajectories.

These methods give meaningful results for their respec-
tive applications, but have the drawback of being too prob-
lem dependent. The analysis of human actions based on par-
ticular models [8, 13] of the human body parts and their
motions limits the usability of these methods. For example,
a method designed to analyze a video with a side view of
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a person walking cannot deal with a video of that person
taken from a different viewpoint and distance. Similarly, a
sports analysis system that uses the appearance of a tennis
court or a football field cannot be used to analyze a differ-
ent kind of game, or even the same game in a different set-
ting. Some methods try to avoid these problems by taking
advantage of general, spatiotemporal information from the
video. Image points with significant variations in both space
and time “(space-time interest points)” are detected in [14],
and descriptors are constructed for them to characterize their
evolution over time and space. In [15], “salient points” are
extracted over time and space, and the resulting features are
classified using two different classifiers. These systems are not
application dependent, but are susceptible to inaccuracies in
feature-point detection and tracking, and may not perform
well with real videos, in the presence of noise. Spatiotempo-
ral point descriptors also have the drawback of not being in-
variant to changes in the direction of motion [14], so their
general applicability is limited. Another common approach
to human motion analysis is modeling the human body by
blobs [16, 17], and then tracking them. However, these meth-
ods are based on appropriately modeling the blobs based on
the skin color, and would fail in situations where the skin
color is not consistent or visible throughout the sequence.
Essentially, they are designed to work only in controlled in-
doors environments. Finally, other appearance-based meth-
ods, like [18], are successful in isolating color regions in real-
istic environments, but suffer from lack of spatial localization
of these areas.

In order to design an effective and reliable system for hu-
man motion analysis, hybrid approaches need to be devel-
oped, that take advantage of the information provided by fea-
tures like color and motion, but at the same time overcome
the limitations of using each one separately. We propose a
robust system for the analysis of video, which combines mo-
tion characteristics, and the moving entities’ appearance. As
opposed to [19], we do not resort to background removal,
and also avoid the use of a specific human model, which
makes our method more generally applicable to situations
where the person appearance or size may change. We do not
use a model for the human body or actions, and avoid us-
ing feature points, so the proposed method is generally ap-
plicable and robust to videos of poor quality. The resulting
information can be used for the semantic interpretation of
the sequence, the classification and identification of the hu-
man activities taking place, and also of the moving entities
(people).

The processing system developed in this paper can be
divided into three main stages. Initially, we estimate opti-
cal flow, and accumulate the velocity estimates over subse-
quences of frames. In the case of a moving camera, its mo-
tion can be compensated for in a preprocessing, global mo-
tion estimation stage [20], and our method is applied to the
resulting video. An underlying assumption is that the video
has been previously segmented into shots, which contain an
activity or event of interest. Since there are not completely
new frames in a single shot (e.g., in a sports video, one shot
will show the game, but frames showing only the spectators
will belong to a different shot), it is realistic to assume that

the camera motion can be compensated for. A novel method
is then developed to determine which pixels undergo mo-
tion during a subsequence, by calculating the statistics of all
flow estimates. This results in binary activity masks, which
contain characteristic signatures of the activities taking place,
and can be immediately incorporated in a video recognition
or classification system. This is similar to the idea of mo-
tion energy images (MEIs) presented in [7]. However, in that
work, MEIs are formed from the union of thresholded inter-
frame differences. This procedure is very simple and is not
expected to be robust in the presence of measurement noise,
varying illumination, camera jitteriness. The approach pre-
sented in this paper is compared against results obtained with
MEIs to demonstrate the advantages of more sophisticated
processing. After the motion processing stage, the shapes of
the resulting activity areas (equivalently, MEIs) are repre-
sented using shape descriptors, which are then included in
an automated classification and recognition application. It
should be noted that in [7], motion history images (MHIs)
are also used for recognition purposes, as they contain infor-
mation about how recent each part of the accumulated activ-
ity is. The incorporation of time-related information regard-
ing the evolution of activities is a topic for future extensions
of our proposed method, but has not been included in the
present work, as it is beyond its current scope.

The second part of our system performs mean-shift color
segmentation of the previously extracted activity and back-
ground areas. The color of the background can be used to
identify the scene, and consequently the context of the ac-
tion taking place. At the third stage, we compare the color
layers of the background and activity areas using the earth
mover’s distance. This allows us to determine which pixels
of the activity areas match with the background pixels, and
thus do not belong to the moving entity. As our experiments
show, this comparison leads to accurate segmentation results
which provide the most complete description of the video,
since they give all the appearance information available for
the moving objects. Finally, all intermediate steps of the pro-
posed method are implemented using computationally effi-
cient algorithms, making our approach useful in practical ap-
plications.

This paper is organized as follows. In Section 2 we de-
scribe the motion processing stage used to find the areas of
activity in the video. The analysis of the shape of these areas
for understanding human activities is described in Section 3.
Section 4 presents the color analysis method used for the
color segmentation of each frame. The histogram compar-
ison method used to combine the motion and color results
is presented in Section 5. Experiments with real video se-
quences, also showing the intermediate results of the various
stages of our algorithm as well as the corresponding seman-
tics, are presented in Section 6. Finally, conclusions and plans
for future work are described in Section 7.

2. MOTION ANALYSIS: ACTIVITY AREA
EXTRACTION FROM OPTICAL FLOW

Motion estimation is performed in the spatial domain us-
ing a pyramidal implementation of the Lucas-Kanade optical
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Figure 1: Kurtosis estimates for the active and static pixels. The activity area and static pixels have been obtained via manual localization, to
obtain the ground truth.

flow algorithm which computes the illumination variations
between pairs of frames [21]. Assuming constancy of illu-
mination throughout the video sequence, changes in lumi-
nance are expected to originate only from motion in the cor-
responding pixels [22, 23]. Indeed, the motion estimation
stage results in motion vectors in textured regions, and near
the borders of the moving objects. However, this alone does
not give sufficient information to characterize the motion be-
ing performed, or to extract the moving objects [24]. For this
reason, we have developed a method based on the accumula-
tion of motion estimates throughout the entire sequence, so
as to more fully describe the actions or events taking place.

In reality, the constant illumination assumption of the
optical flow methods is not satisfied, since there are always
slight illumination changes in a scene, as well as camera
instability and measurement noise [25]. As a consequence,
these variations in luminance are often mistaken for motion,
and the resulting optical flow estimates are noisy. Our ap-
proach actually takes advantage of this drawback of optical
flow methods, namely of the fact that the velocity estimates
between pairs of frames are noisy. We accumulate velocity es-
timates over a large number of frames that may be affected by
noise from imperfect measurements and illumination varia-
tions. There is no prior knowledge about the statistical distri-
bution of measurement noise, however the standard assump-
tion in the literature is that it is independent from pixel to
pixel, and follows a Gaussian distribution [26]. In practice,
even if the noise is not Gaussian, this approximation is suffi-
cient for our purposes, as explained below, in (2). Thus, we
have the following hypotheses:

H0 : v0
k(r) = zk(r),

H1 : v1
k(r) = uk(r) + zk(r),

(1)

where vik(r) (i = {0, 1}) are the flow estimates at pixel r. Hy-
pothesis H0 expresses a velocity estimate at pixel r, in frame
k, which is introduced by measurement noise, and hypothe-
sis H1 corresponds to the case where there is motion at pixel
r, expressed by the velocity uk(r), which is corrupted by ad-
ditive noise zk(r) [27].

Since the noise zk(r) is assumed to follow a Gaussian dis-
tribution, we can detect which velocity estimates correspond
to a pixel that is actually moving by simply examining the
non-Gaussianity of the data [28]. The classical measure of

a random variable’s non-Gaussianity is its kurtosis, which is
defined by

kurt (y) = E
[
y4]− 3

(
E
[
y2])2

. (2)

However, the fourth moment of a Gaussian random variable
is E[y4] = 3(E[y2])2, so its kurtosis is equal to zero. It should
be emphasized that the kurtosis is a measure of a random
variable’s Gaussianity, regardless of its mean. Thus, the kur-
tosis of a random variable with any mean, zero or nonzero,
will be zero for Gaussian data, and nonzero otherwise. Con-
sequently, this test allows us to detect any kind of motion,
as long as it deviates from the distribution of the noise in
the motion estimates. Although the Gaussian model is only
an approximation of the unknown noise in the motion esti-
mates, the kurtosis remains appropriate for separating true
velocity measurements, which appear as outliers, from the
noise-induced flow estimates. In [29], it is proven that the
kurtosis is a robust, locally optimum test statistic, for the de-
tection of outliers (in our case true velocities), even in the
presence of non-Gaussian noise. This is verified by our ex-
perimental results, where the kurtosis obtains significantly
higher values at pixels that have undergone motion. In the se-
quel, we give a detailed explanation of how the pixels whose
kurtosis is considered equal to zero are chosen.

In order to justify the modeling of the flow estimates for
the moving pixels as non-Gaussian and as Gaussian for the
static pixels, we conduct experiments on real sequences. We
manually determine the area of active pixels in the surveil-
lance sequence of the fight, used in Section 6.6, to obtain the
ground truth for the activity area. We then estimate the opti-
cal flow for all pixels and frames in the video sequence. Using
the (manually obtained) ground truth for the activity area,
we separate the flow estimates for “active pixels” from the
flow estimates of the “static pixels.” For this video sequence,
consisting of 288 × 384 frames (total of 110592 pixels per
frame), there are 9635 active pixels and 100957 static pixels,
in each of the 178 frames examined. We extract the kurtosis
of each pixel’s flow estimates based on (2), where the expecta-
tions E[·] are approximated by the corresponding arithmetic
means, over the video frames. Figure 1 shows two plots, one
of the kurtosis of the active pixels’ flow values, and one of the
kurtosis of the static pixels’ flow estimates. It is evident from
Figure 1 that the kurtosis of the active pixels obtains much
higher values than that of the static pixels. In particular, its
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mean value over the entire sequence is 1.0498 for the active
pixels, 0.0015 for the static ones, while the mean kurtosis for
all pixels is equal to 1.0503 (again, this mean is estimated over
all pixels, over all video frames). Thus, for this real video se-
quence, the static pixels mean kurtosis is equal to 0.001428%
of the mean kurtosis of all frame pixels, and 0.001429% of
the mean kurtosis of the active pixels.

There is no generally applicable, theoretically rigorous
way to determine which percentage of the kurtosis estimates
should be considered zero (i.e., corresponding to flow es-
timates that originate from static pixels), since there is no
general statistical model for the flow estimates in all possi-
ble videos, due to the vast number of possible motions that
exist. Consequently, we empirically determine which pixels
are static, by examining the videos used in the experiments,
and also ten other similar videos (both outdoors sports and
indoors surveillance sequences). Similarly to the analysis of
Figure 1, we first manually extract the activity area as ground
truth. We then calculate the optical flow for the entire video,
and find the kurtosis of the flow estimates for each frame
pixel based on (2), by averaging over all video frames. The
mean kurtosis of the flow estimates in the active and static
pixels is calculated, and it is found that the mean kurtosis
in the static pixels is less than 5% of the mean kurtosis of
the active pixels (and 0.047% of the mean kurtosis of all pix-
els). This leads us to consider that pixels whose average kur-
tosis of the flow estimates, accumulated over the video se-
quence, is less than 0.1 of the average kurtosis over the en-
tire video frames, can be safely considered to correspond to
static pixels; small variations of this threshold were experi-
mentally shown to have little effect on the accuracy of the
results.

A similar concept, namely that of motion energy images
(MEIs) is presented in [7], where the pixels of activity are lo-
calized in a video sequence. This is achieved by thresholding
interframe differences and taking the union of the resulting
binary masks. The activity areas of our approach are expected
to lead to better results, for the following reasons.

(i) Our method processes the optical flow estimates,
which are obviously a more accurate and robust mea-
sure of illumination variations (motion) than simple
frame differencing. It should be noted that their com-
putation does not incur a significant computational
cost, due to the efficient implementations of these
methods that are now available.

(ii) Our method processes the optical flow estimates us-
ing higher the statistics of the kurtosis, which is a
robust detector of outliers from the noise distribu-
tion, as explained above. Since there is no theoreti-
cally sound and generally applicable method for deter-
mining the threshold for the frame differences (even
in [7]) used for MEIs, we determined their optimal
thresholds via experimentation. Nevertheless, inaccu-
racies introduced by camera jitteriness, panning, or
small background motions cannot be overcome in a
reliable manner, even when the best possible threshold
is chosen empirically, when using simple thresholding
of frame differences.

In the experiments of Section 6 we compare the MEIs of [7]
with the activity areas produced by our method both qual-
itatively and quantitatively. Indeed, the proposed approach
leads to activity areas that contain a more precise “signature”
of the activity taking place, and are more robust to measure-
ment noise, camera jitteriness, illumination variations, and
small motions in the background (e.g., moving leaves). It is
also more sensitive to small but consistently appearing mo-
tions, like the trajectory of a ball, which are not found easily
or accurately by the MEI method.

2.1. Subsequence selection, event detection

An important issue that needs to be addressed is the num-
ber of frames that are chosen to be used for the formation
of the activity mask. Initially, a fixed number of frames (k)
is selected (in the experiments, k = 10 is chosen empirically,
the sequences examined here have at least 60 frames, and in
practice videos are much longer, so this choice of k is realis-
tic), and their accumulated pixel velocities vk(r) are denoted
by the vector Vk(r) = [v1(r), v2(r), . . . , vk(r)]. The flow over
new frames is continuously accumulated, and each new value
(at frame k + 1) is compared with the standard deviation of
the k previous flow values as follows:

vk+1
(
r
)
⎧
⎨

⎩

≤ std
(
Vk
(
r
))

continue accumulating frames,

> std
(
Vk
(
r
))

can stop accumulating frames.
(3)

Thus, when a new flow estimate is greater than one standard
deviation of the k previous estimates, we consider that the
motion begins at that frame.

To better illustrate the procedure of (3), we analytically
present two relevant examples in Figure 2, where the flow
values for a background and a moving pixel from the se-
quence of Section 6.3 are compared (this sequence was used
in the example of Figure 1 as well). For Figure 2(a), the stan-
dard deviation of the flow estimates from frames 1 to 21
was equal to 0.342, and the velocity estimate at frame 22 is
5.725, so we conclude that the pixel starts moving at frame
22 (this agrees with our ground truth observation). On the
other hand, the standard deviation of the static pixel is, on
average, equal to 0.35, and its velocity never becomes higher
than 0.5. Similarly, in Figure 2(b) the standard deviation of
the flow estimates until frame 31 is 0.479, and the flow esti-
mate at frame 32 “jumps” to 16.902, making it evident that
the (active) pixel starts moving at frame 32.

In Figure 2(a), there are some fluctuations of the flow be-
tween frames 23–32, which may introduce a series of “false
alarm” beginnings and endings of events (e.g., at frame 29
the flow estimate is 0.2, i.e., lower than the standard devi-
ation of the previous frames, which is equal to 4.24, indi-
cating an end of activity). However, these are eliminated via
postprocessing, by setting a threshold of k for the duration of
an event, that is, we consider that no motion can begin/end
during 10 frame subsequences. This sets a “minimum event
size” of 10 frames, which does not create problems in the ac-
tivity area extraction, since, in the worst case, frames with no
activity will be included in an “active subsequence,” which
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Figure 2: Optical flow values for a moving and a background pixel over time (video frames). The value of the optical flow of the moving
pixel at the frame of change is significantly higher than the standard deviation of its flow values in the previous frames, whereas the value of
the optical flow of a static pixel at all frames remains comparable to its flow values in the previous frames.

cannot degrade the shape of the actual activity region. In this
example, we consider that there is no new event (beginning
or ending) until frame 32. After frame 33, the values of the
flow are comparable to the standard deviation of the previous
flow estimates, so we consider that the pixel remains active.
However, at frame 47, the pixel flow drops to 0.23, while the
previous flow value was 4. In order to determine if the mo-
tion has stopped, we then examine the flow values over the
next 10 frames. Indeed, from frames 47 to 57 the standard
deviation of the flow estimates is 0.51, and the flow values
are comparable. Thus, we can consider that the subsequence
of that particular pixel’s activity ends at frame 47.

Similar experiments were conducted with the videos used
in Section 6, and ten similar indoors and outdoors sequences,
where the start and end times of events were determined
according to (3) and this procedure. The results were com-
pared with ground truth, extracted by observing the video
sequences to extract the begin and end times of events, and
led to the conclusion that this is a reliable method for finding
when motions begin and end.

Once a subsequence containing an event has been se-
lected, we accumulate the noisy inter-frame velocity esti-
mates of each pixel over those frames, and estimate their kur-
tosis, as described in the previous section. The pixels whose
kurtosis is higher than 0.1 times the average subsequence
kurtosis are considered to belong to an object that has moved
over the frames that we are examining. Examples of the re-
sulting activity areas are shown in Figures 3(c)–3(e), where
it is obvious that the moving pixels are correctly localized,
and, more importantly, that the resulting areas have a shape
that is indicative of the event taking place. These activity ar-
eas can be particularly useful for the extraction of semantic
information concerning the sequence being examined, when,
for example, they are characterized by a shape representative
of specific actions. This also is evident in our experiments
(Section 6), where numerous characteristic motion segments
have been extracted via this method.

3. HUMAN ACTION ANALYSIS FROM ACTIVITY AREAS

The activity areas extracted from the optical flow estimates
(Section 2) contain the signatures of the motions taking place
in the subsequence being examined. The number of nonzero
areas gives an indication of the number of moving entities
in the scene. In practice, the number of nonzero areas is
greater than the number of moving objects, due to the ef-
fects of noise. However, this can be dealt with by extract-
ing the connected components, that is, the actual moving
objects in the activity areas, via morphological postprocess-
ing.

For example, in Figures 3(c)–3(e) we show the activity
areas extracted for various phases of a tennis hit, which
has been filmed from a close distance (Figures 3(a), 3(b)).
The different parts of the arm and leg movements cre-
ate distinct signatures in the resulting activity masks for
each subsequence. After accumulating the first ten frames
(Figure 3(a)), we can discern the trajectory of the ball which
is “approaching” the tennis player. Figure 3(b) shows the
activity area when the tennis ball has actually reached the
player. This information, combined with prior knowledge
that this is a tennis video, can lead us to the conclusion
that this is a player receiving the ball from the tennis serve.
This conclusion can be further verified by the activity area
resulting from the processing of frames 1 to 30, shown in
Figure 3(c). In this case, one can see the entire ball trajectory,
before and after it is hit, from where one can conclude
that the player successfully hit the ball. Naturally, such
conclusions cannot be arbitrarily drawn for any kind of
video with no constraints whatsoever. As is the usual case
in systems for recognition, sports analysis [6], modeling of
videos [30], some prior knowledge is necessary to extract
semantically meaningful conclusions, at a higher level. In
this case, knowledge that this is a sports video can lead to the
conclusion that the trajectory most probably corresponds to
a ball. Additional knowledge that this is a tennis video allows
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Frame 1 for tennis hit

(a)

Frame 20 for tennis hit

(b)

Activity area for frames 1 to 10

(c)

Activity area for frames 11 to 20

(d)

Activity area for frames 1 to 30

(e)

Figure 3: Tennis hit: (a) frame 1, (b) frame 20. Activity areas for tennis hit: (a) frames 1–10, (b) frames 11–20, (c) frames 1–30.

us to infer that the ball reaches and leaves the player, and
that consequently the player successfully hit the ball.

3.1. Activity area shape extraction and comparison

Features extracted from a video sequence can be used to char-
acterize the way the players hit the ball, to identify them.
In our case, we choose to use shape descriptors, since they
contain important characteristics about the type of activity
taking place, as seen in Section 3. For an actual video appli-
cation, the activity areas can be automatically characterized
and subsequently compared with the shape descriptors that
are used by the MPEG-7 standard [31, 32]. We focus on the
2D contour-based shape descriptor [33] to represent the ac-
tivity areas, since the most revealing information about the
events taking place is contained in the contours. This descrip-
tor is based on the curvature scale-space (CSS) representa-
tion [34], and is particularly well suited for our application,
as it distinguishes between shapes that cover a similar area,
but have different contours. It should be noted that the CSS
descriptor used in MPEG-7 has been selected after very com-
prehensive testing and comparison with other shape descrip-
tors, such as those based on the Fourier transform, Zernike
moments, turning angles, and wavelets [33].

To obtain the CSS descriptor, the contour is initially sam-
pled at equal intervals, and the 2D coordinates of the sam-
pled points are recorded. The contour is then smoothed
with Gaussian filters of increasing standard deviation. At
each filtering stage, fewer inflection points of the contour
remain, and the contour gradually becomes convex. Obvi-
ously, small curvature changes are smoothed out after a few
filtering stages, whereas stronger inflection points need more

smoothing to be eliminated. The CSS image is a representa-
tion which facilitates the determination of the filtering stage
at which a contour becomes convex, and its shape becomes
smooth. The horizontal coordinates of the CSS image corre-
spond to the indices of the initially sampled contour points
that have been selected to represent it, and the vertical co-
ordinates correspond to the amount of filtering applied, de-
fined as the number of passes of the filter. At each smoothing
stage, the zero-crossing points of the curvature (where the
curvature changes from convex to concave or vice versa) are
found, and the smoothing stage at which they achieve their
maxima (which appear as peaks in the CSS image) is esti-
mated. Thus, the peaks of the CSS image are an indicator of
a contour’s smoothness (lower peaks mean that few filtering
stages were needed, i.e, the original contour was smooth).
Intuitively, the CSS descriptor calculates how fast a contour
turns; by finding the curvature zero-crossing points, we find
at which smoothing stage the contour has become smooth.
Thus, an originally jagged contour will need more smooth-
ing stages for its curvature zero-crossings to be maximized
than a contour that is originally smooth.

The shape comparison based on CSS shape descriptors
follows the approach of [35, 36]. The CSS representation of
the contours to be compared consists of the maxima (peaks)
of the corresponding CSS images, equivalently the smooth-
ing stage at which the maximum curvature is achieved. In or-
der to compare two contours, possible changes in their orien-
tation first need to be accounted for. This is achieved by ap-
plying a circular shift to one of the two CSS image maxima,
so that both descriptors have the same starting point. The
Euclidean distances between the maxima of the resulting de-
scriptors are then estimated and summed, giving a measure
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Table 1: MPEG-7 curvature descriptors for the activity areas of tennis hit.

Frames Smoothed curvature Original curvature Smoothing stage for maximum curvature

1–10 (4.10) (3.10) 11

11–20 (3.13) (3.12) 21

1–30 (3.10) (3.9) 38

of how much the two contours match. When the descrip-
tors contain a different number of maxima, the coordinates
of the unmatched maxima are also added to this sum of Eu-
clidean distances. This procedure is used in the experiments
of Section 6.7 in order to determine what kind of activity
takes place in each subsequence, to measure the recognition
performance of the proposed activity area-based approach,
and to compare its performance to that of the motion energy
image based method of [7].

In Table 1 we show the shape descriptors extracted for
the activity areas of the video of a tennis hit, shown in
Figure 3. The table shows the curvature of the original and
smoothed contours, and the maximum smoothing stage at
which there are curvature zero-crossings. In columns two
and three, the pairs of numbers correspond to the curvature
of the accumulated horizontal (x) coordinates and vertical
coordinates (y) [33]. The curvature has very similar values,
both before and after smoothing. This is expected, since the
overall shape of the activity area did not change much: the
player translated to the left, and also hit the ball. However,
the area for frames 1–30 has a higher zero-crossing peak,
which should be expected, since in Figure 3(c) there is a new
curve on the left, caused by the player hitting the ball, and
also its new trajectory.

4. COLOR SEGMENTATION: MEAN SHIFT

In order to fully extract a moving object and also acquire a
better understanding of its actions, for example, how a hu-
man is walking or playing a sport, we analyze the color infor-
mation available in it and combine it with the accumulated
motion information. The color alone may provide important
information about the scene [37, 38], the moving entities,
as well as the semantics of the video, for example, from the
color of a tennis court we know if it is grass (green) or clay
(red). This paper does not focus on the use of a color by it-
self for recognition or classification purposes, as its aim is to
recognize human activities, and thus use the color to com-
plement motion information. When the color is combined
with the motion characteristics extracted from a scene, we
can segment the moving objects, and thus extract additional
information concerning the people participating, the kind of
activity they are performing, and their individual motion and
appearance characteristics. In the proposed method, the us-
age of color is not sensitive to interframe illumination varia-
tions, or to different color distributions caused by using dif-
ferent cameras, as the color distribution is compared between
different regions of the same frame (see Section 5).

Color segmentation is performed using the mean shift
[39], as it is a general-purpose unsupervised learning algo-
rithm, which makes autonomous color clustering a natural

application for it. Unlike other clustering methods [40],
mean shift does not require prior knowledge of the number
of clusters to be extracted. It requires, however, determining
the size of the window, where the search for cluster centers
takes place, so the number of clusters is determined in an
indirect manner. This also allows it to create arbitrarily
shaped clusters, or object boundaries, so its applicability is
more general than that of other methods, such as K-means
[40]. The central idea of the mean shift algorithm is to
find the modes of a data distribution, that is, to find the
distribution maxima, by iteratively shifting a window of
fixed size to the mean of the points it contains [41]. In our
application, the data is modeled by an appropriate density
function, and we search for its maxima (modes) by following
the direction where its gradient increases [42, 43]. This
is achieved by iteratively estimating the data mean shift
vector (see (5) below), and translating the data window by
it until convergence. It should be noted that convergence is
guaranteed, as proven in [39].

For color segmentation, we convert the pixel color val-
ues to L∗u∗v∗ space, as distances in this space correspond
better to the way humans perceive distances between colors.
Thus, each pixel is mapped to a feature point, consisting of its
L∗u∗v∗ color components, denoted by x. Our data consists
of n data points {xi}i=1,...,n, in d-dimensional Euclidean space
Rd, whose multivariate density is estimated with a kernel,
K(x), and window of radius h, as follows:

f̂ (x) = 1
nhd

n∑

i=1

K
(

x − xi
h

)
.

Here, d = 3, corresponding to the dimensions of the three
color components. The kernel is chosen to be symmetric and
differentiable, in order to enable the estimation of the pdf
gradient, and consequently its modes as well. The Epanech-
nikov kernel used here is given by

KE(x) =

⎧
⎪⎨

⎪⎩

1
2
c−1
d (d + 2)

(
1− xTx

)
if xTx < 1

0 otherwise.
(4)

It is shown in [39] that, for the Epanechnikov kernel, the
window center needs to be translated by the “sample mean
shift” Mh(x) at every iteration, in order to converge to the
distribution modes. This automatically leads to the cluster
peaks, and consequently determines the number of distinct
peaks. The sample mean shift is given by

Mh(x) = 1
nx

∑

xi∈Sh
xi − x, (5)

where nx is the number of points contained in each search
area Sh(x). The mean shift is estimated so that it always points
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Frame 30

(a)

Mean shift color segmentation
for frame 30

(b)

Figure 4: Mean shift color segmentation. (a) Original frame. (b) Color-segmented frame.

in the direction of gradient increase, so it leads to the pdf
maxima (modes) of our data. We obtain the color segmenta-
tion of each video frame by the following procedure.

(i) The image is converted into L∗u∗v∗ space, where we
randomly choose n image feature points xi. These are
essentially n pixel color values.

(ii) For each point i = 1, . . . ,n, we estimate the sam-
ple mean shift Mh(xi) in a window Sh(xi) of radius h
around point xi.

(iii) The window Sh(xi) is translated by Mh(xi) and a new
sample mean shift is estimated, until convergence, that
is, until the shift vector is approximately zero.

(iv) The pixels with color values closest to the density max-
ima derived by the mean shift iterations are assigned to
those cluster centers.

The number of the extracted color clusters is thus automati-
cally generated, since it is equal to the number of the result-
ing distribution peaks. In Figure 4 we show a characteristic
example of the segmentation achieved by using the mean
shift algorithm. The pixels with similar color have indeed
been grouped together, and the algorithm has successfully
discriminated even between colors which could cause con-
fusion, like the color of the player skin and the tennis court.

5. COMBINATION OF ACTIVITY AREAS AND COLOR
FOR MOVING OBJECT SEGMENTATION

The mean shift process described in the previous sec-
tion leads to the separation of each frame into color-
homogeneous “layers” or regions. The activity areas give the
possible locations of the moving entities in each frame, but
not their precise location. However, they indicate which pix-
els are always motionless, so, by applying the mean-shift-
based color segmentation in those areas, we can determine
which colors are present in the background. Similarly, we
can separate the activity areas in color layers, correspond-
ing to both the moving object, and the background. We then
match the color-segmented layers of the background to the
corresponding layers in each frame’s activity area, using the
earth mover’s distance (Section 5.1). The parts of a frame’s
activity area with a color that is significantly different from
the color of the background are considered to belong to the
moving object. This is essentially a logical “AND” operation,

where the pixels that are both in an activity area, and have
a different color from the background pixels, are assigned to
the moving object. The proposed method of incorporating
the color information in the system has the advantage of be-
ing robust to variations in illumination and color between
different video frames (or even different videos). This is be-
cause it compares the colors of different regions within a sin-
gle frame, rather than between different frames, which may
suffer from changes in lighting, effects of small moving ele-
ments (e.g., small leaf motions leaves in the background), or
other scene arbitrary variations [44].

5.1. Earth mover’s distance

Numerous techniques have been developed for the compar-
ison of color distributions, which in our case are the color
layers of the activity areas with the layers of the static frame
pixels. In order to compare color distributions, the three-
dimensional color histogram can be used. However, accu-
rately estimating the joint color distribution of each color
cluster is both difficult and computationally demanding. The
subsequent comparison of the three-dimensional distribu-
tions of each cluster further increases the computational
cost. Additionally, in our application, the color histograms
of all segmented areas, in all video frames, need to be com-
pared, something which can easily become computation-
ally prohibitive. Consequently, we examine the histogram of
each color component separately, assuming that they are un-
correlated and independently distributed. This assumption
is not true in practice, since the color channels are actu-
ally correlated with each other. Nevertheless, it is made in
the present work because of computational cost concerns.
In order to verify the gain in computational efficiency ex-
perimentally, we conducted experiments where the three-
dimensional color histogram was used, for a short video,
with only 20 frames. The color comparison took about 50
seconds on a Pentium IV dual core PC for this very short
video, whereas when the color channels were compared in-
dependently, the comparison took only 6.3 seconds. This is
due to the fact that the joint color distribution requires the
computationally expensive inversion of the joint covariance
matrix [44]. In practice, our experiments show that we ob-
tain good modeling results, at a low computational cost. Nat-
urally, examining the use of more precise color models, that
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Segmentation result: pose 1

(a)

Segmentation result: pose 2

(b)

Segmentation result: pose 3

(c)

Figure 5: Segmentation masks for different players “poses.”

Table 2: MPEG-7 curvature descriptors for the activity areas of tennis hit.

Frames Global curvature Prototype curvature Smoothing stage for maximum curvature

Pose 1 (30.8) (2.9) 48

Pose 2 (12.18) (1.4) 29

Pose 3 (13.8) (1.4) 26

are also computationally efficient, is also possible as a topic
of future research.

The histograms of each color are essentially data “sig-
natures,” which characterize the data distribution. In gen-
eral [45], signatures have a more general meaning than his-
tograms, for example, they may result from distributing the
data in bins of different sizes, but we focus on the special
case of color histograms. A measure of the similarity be-
tween signatures of data is the earth mover’s distance (EMD)
[45], that calculates the cost of transforming one signature
to another. A histogram with m bins can be represented by
P = {(μ1,h1), . . . , (μm,hm)}, where μi is the mean of the data
in that bin, and hi is the corresponding histogram value (es-
sentially the probability of the values of the pixels in that
cluster). This histogram can be compared with another, Q =
{(μ1,h1), . . . , (μn,hn)}, by estimating the cost of transform-
ing histogram P to Q. If the distance between their clusters
is di j (we use the Euclidean distance here), the goal of trans-
forming one histogram to the other is that of finding the flow
fi j that achieves this, while minimizing the cost,

W =
m∑

i=1

n∑

j=1

di j fi j . (6)

Once the optimal flow fi j is found [45], the EMD becomes

EMD(P,Q) =
∑m

i=1

∑n
j=1di j fi j

∑m
i=1

∑n
j=1 fi j

. (7)

We estimated the EMD between the three histograms of
each color layer in the action mask and the background area
of each frame. We combined the EMD results for each color
histogram by simply adding their magnitudes. The color lay-
ers of the static areas and the action areas that require the
least cost (EMD) to be transformed to each other should
correspond to pixels with the same color. The maximum re-
quired cost of transformation from one color signature to the

other that is considered to signify similar colors was deter-
mined empirically, using the test sequences of Section 6 as
well as ten other similar real videos (as was the case in the
previous sections). In our experiments, color layers that be-
long to the activity area and exceed this maximum cost of
transformation for all color layers of the background area
(of the same frame) are identified as belonging to the mov-
ing object. Our experiments show that this approach indeed
correctly separates the background pixels in the action areas
from the moving objects.

5.2. Extracted shape descriptors

Once the moving entities are segmented, we have a complete
description of the humans that are moving in the scene under
examination. Their color and their overall appearance can be
used for classification, recognition (e.g., for specific tennis
players or actors), categorization, and in general, analysis of
their actions. The shape of the moving entities captures char-
acteristic poses during, for example, a tennis game, walking,
running, and other human activities. It can also help deter-
mine which part of the activity is taking place (e.g., the player
is waiting for the ball or has hit it) and can be incorporated
in a system that matches known action shapes with those ex-
tracted from our algorithm. Consequently, it will play a very
important role in discerning between different events or clas-
sifying activities.

Figure 5 shows three characteristic shape masks that are
extracted, which essentially show the silhouette of the player.
In Table 2 we see the MPEG-7 descriptor parameters for
these “poses.” Poses 2 and 3 only show the silhouette of the
player, as she is standing and waiting for the ball. Both these
poses differ from pose 1, where the silhouette of the racket
can also be seen, as she is preparing to hit the ball. The cor-
responding shape descriptors reflect these similarities and
differences, as the curvature zero-crossings for pose 1 are
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maximized after more stages than for poses 2 and 3, namely
after 48 instead of 29 and 26 stages, respectively. This is be-
cause the racket contour is more visible in the first pose, and
introduces a large curve in the silhouette, which is effectively
“detected” by the shape descriptor.

In many practical situations, there are many moving en-
tities in a scene, for example in a video of a sports game
with many players. In that case, the activity area and the final
segmentation results consist of multiple connected compo-
nents. These are examined separately from each other, and
the shape descriptor is obtained for each one. The classifi-
cation or characterization of the activity taking place is sim-
ilar to that for only one moving object. There may also be
many small erroneous connected components, introduced
by noise. In practice, these noise-induced regions are usually
much smaller than the regions corresponding to the mov-
ing entity (e.g., in Figure 5), so they can be eliminated based
on their size. For example, in the experiments using videos
of the tennis player hitting the ball or performing a ten-
nis serve (Sections 6.2, 6.3), morphological opening using a
disk-shaped structuring element of radius 2 led to the separa-
tion of the tennis ball from the player. The same sized struc-
turing element was used in Sections 6.1, 6.5, which contained
large activity areas, whereas a radius of 1 was used in Sections
6.4 and 6.6, as the activity areas in these videos contained
fewer pixels. In some cases, this leads to the “loss” of small
objects, such as the tennis ball, in Section 6.3, but in other
videos, for example, in Section 6.4, small objects like the ball
are retained. It should be noted that, for the particular case of
tennis videos, the tennis ball is actually not present in many
of the video frames. This is due to its high speed, which re-
quires specialized cameras, in order to capture its position
in each video frame. Thus, localizing and extracting it is not
very meaningful in many of the sports videos used in prac-
tice.

After separating the objects in the video, the remaining
connected components are then characterized using the CSS
shape descriptor, which is used to categorize the activity tak-
ing place. It is very important to note at this point that, even if
the smaller “noisy” connected components are not removed,
they do not significantly affect the recognition rates, as they
would not lead to a good match with any different activity.
Similarly, when small components are lost (e.g., the tennis
ball), this is very unlikely to affect recognition rates, since
the smaller moving objects do not play a significant role in
the recognition of the activity, which is more heavily char-
acterized by the shape of the larger activity areas. A future
area of research involves the investigation of methods for the
optimal separation of the moving entities. Nevertheless, the
videos used in the current work, and the corresponding ex-
perimental results, adequately demonstrate the capabilities
of the proposed system.

6. EXPERIMENTS

We applied our method to various real video sequences, con-
taining human activities of interest, namely events that oc-
cur in tennis games and in surveillance videos. These exper-
iments allow us to evaluate the recognition performance of

our algorithm, for example, in cases where similar activities
are taking place, but are being filmed in different manners, or
are being performed in different ways. The recognition per-
formance of the proposed method is also compared against
the motion energy image (MEI) method of [7], using a sim-
ilar, shape descriptor-based approach, as in that work.

6.1. Hall sequence

In this experiment, we show the activity areas extracted for
the hall sequence (Figure 6(a)), where one person is entering
the hallway from his office, and later another person enters
the hall as well. An example of optical flow estimates, shown
in Figure 6(b), shows that the extracted velocities are high
near the boundaries of the moving object (in this case the
walking person), but negligible in its interior. Figures 6(c)–
6(e) show the activity areas extracted for a video of the of-
fice hallway and Figure 6(f) shows the MEI corresponding to
the activity in frames 30–40, extracted from the interframe
differences, as in [7]. Although this is an indoor sequence
with a static camera, the MEI approach leads to noisy re-
gions where motion is supposed to have occurred, as it suffers
from false alarms caused by varying illumination. It should
be noted that the MEIs we extracted were obtained using the
best possible threshold, based on empirical evidence (our ob-
servations), as there is no optimized way of finding it in [7].
The kurtosis-based activity areas, on the other hand, are less
noisy, as they are extracted from the flow field, which pro-
vides a more reliable measure of activity than simple frame
differencing. Also, the higher order statistic is more effective
at detecting outliers (i.e., true motion vectors) in the flow
field than simple differencing.

Table 3 shows the shape parameters for activity areas ex-
tracted from subsequences of the Hall sequence. The activ-
ity areas of frames 22–25 and 30–40 have similar shape de-
scriptors with maximum curvature achieved after 45 and 51
stages, respectively. This is expected as they contain the sil-
houette of the first person walking in the corridor, and their
main difference is the size of the activity region, rather than
its contour. In frames 60–100 there are two activity areas
(Figure 6(e)), as the second person has entered the hallway,
so the shape descriptors for the activity area on the left and
right are estimated separately. The parameters for these activ-
ity areas are quite different from those of Figures 6(c), 6(d),
because they have more irregular shapes that represent dif-
ferent activities. Specifically, the person on the left is bending
over, whereas the person on the right is just entering the hall-
way.

6.2. Tennis hit

In this video, the tennis player throws the ball in the air,
then hits it, and also moves to the right to catch and hit the
ball again as it returns. Frames 1 and 20 are shown in Fig-
ures 3(a), 3(b), before and after the player hits the ball. The
results of the optical flow between frames 9-10 are shown
in Figure 7(a): the flow has higher values near the moving
borders of the objects, but illumination variations and mea-
surement noise have also introduced nonzero flow values in



Alexia Briassouli et al. 11

Frame 30 of hall sequence

(a)

Optical flow between frames 21 and 22

(b)

Activity area for hall, frames 22–25

(c)

Activity area for hall, frames 30–40

(d)

Activity area for hall, frames 60–100

(e)

MEI for hall, frames 30–40

(f)

Figure 6: Hall sequence: (a) frame 30, (b) optical flow for frames 21-22. Activity area for frames: (c) 22–25, (d) 30–40, (e) 60–100. (f) MEI
for frames 30–40.

Table 3: MPEG-7 curvature descriptors for the activity areas of hall sequence.

Frames Smoothed curvature Original curvature Smoothing stage for maximum curvature

22–25 (63.6) (5.15) 45

30–40 (63.2) (2.7) 51

60–100 left (51.5) (14.32) 75

60–100 right (47.3) (16.22) 67

motionless pixels. Thus, by applying the method of Section 2
we remove the noise from the flow estimates and retrieve the
activity areas of Figures 3(c)–3(e). These activity areas con-
tain the pixels where the player was moving, as well as the
ball trajectory, but have eliminated the effect of small back-
ground motions, such as the motion of the leaves in the back-
ground, and small motions caused by camera instability. This
shows that the kurtosis is indeed robust to small motions,
and can effectively separate them from true object motions.
The MEI corresponding to this sequence is also extracted,
and shown in Figure 7(b). Obviously, simple frame differ-
encing and thresholding is not sufficient for this sequence,
as small motions of the leaves in the background are mis-
taken for a large moving area. The corresponding shape de-
scriptors for the activity areas are shown in Table 1, where
the activity areas of Figures 3(c), 3(d) have similar shape pa-
rameters, requiring 11 smoothing stages, whereas the activity
area of Figure 3(e) needs 38 smoothing stages. Semantics of
the player activity can be attributed to the shapes of these ac-
tivity areas. Specifically, the first two activity areas have lower
curvature as they contain only one curve caused by the ten-
nis racket swinging, indicating that the player has hit the ball

once. The third area contains curves on the right and left (so
it needs more smoothing stages), indicating that the player
hit the ball twice.

As described in Sections 4 and 5, color segmentation is
applied to the activity and background areas of each video
frame, in order to isolate the moving entity. The results of the
color segmentation are shown in Figures 7(c), 7(d), where it
is evident that the colors of the player and the tennis court
are correctly separated. The background pixels in the activity
area of a specific frame have been assigned to the same “color
layer” as the corresponding areas of the background. For ex-
ample, the ground in the activity area has a similar color dis-
tribution as the ground in the background. Indeed, the com-
parison of the color histograms using the EMD (Section 5.1)
leads to the accurate segmentation of the player in the frames,
as we show in Figures 7(e), 7(f).

6.3. Tennis serve

This experiment uses a similar kind of video, where the
player is performing a different activity, namely, serving the
ball (Figure 8(a)). As before, the optical flow estimates do
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Optical flow between frames 9 and 10

(a)

MEI for tennis hit

(b)

Color segmentation for background area

(c)

Color segmentation for activity area

(d)

Segmentation result for frame 1

(e)

Segmentation result for frame 20

(f)

Figure 7: (a) Optical flow, frames 9-10. (b) MEI for tennis hit. Mean shift color segmentation: (c) background, (d) activity area. Segmenta-
tion results: (e) frame 1, (f) frame 20.

not provide sufficient information (Figure 8(b)). However,
they lead to the activity areas of Figures 8(c)–8(e), which are
very representative of the action taking place, while elimi-
nating the effect of small motions caused mainly by cam-
era instability and moving leaves. On the other hand, the
MEI of Figure 8(f) is much noisier than the activity area
(Figure 8(e)), which corresponds to the same subsequence.
As in the previous example, small illumination variations
caused by camera instability and small leaf motions in the
background create a larger activity area, whereas the actual
boundaries of the player accumulated motion are not ex-
tracted as accurately.

Figure 8(g) shows the results of the mean shift color seg-
mentation applied to the activity areas. Once again, the color
segmentation results isolate the player from her surround-
ings in the activity area, so we expect that matching the colors
of the pixels in that area with the background colors should
lead to accurate object segmentation. Figures 8(h), 8(i) shows
the segmentation results for two frames of this video, where it
is evident that our method extracts the player with precision,
despite the significant nonrigidity of her motion.

As before, we extract the MPEG-7 descriptors for this
video. In Table 4, the curvature and the zero-crossing peak
for the activity area of frames 1–30 and 1–60 are similar,
which makes sense, since the second activity area includes
the first. However, the activity area for frames 31–60 has very
different curvature values, and its zero-crossing maximum is
achieved after 63 stages, which is expected, since that area is
very jagged. Thus, the shape descriptor is a reliable measure
of both how similar and how different the extracted activity
areas are.

6.4. Tennis game

These experiments use videos of a tennis game that are dif-
ferent from the previous ones, as this game has been filmed
from above, and shows both players hitting the ball back and
forth (Figure 9(a)). The optical flow estimates are nonneg-
ligible only near the borders of motion areas (Figure 9(b)).
This video is of very poor quality, so there are many erro-
neous flow estimates, caused by measurement and record-
ing noise, as well as camera instability, slight camera pan-
ning and zoom (Figure 9(b)). Nonetheless, the activity areas
are extracted with good accuracy in Figures 9(c)–9(e): the
regions where the two players are running are clearly visi-
ble, and the ball trajectory after the serve and the successive
hits by the tennis players is recovered. The activity areas for
the first 50 frames (Figure 9(c)) show that the players were
running in the horizontal direction (parallel to the camera)
and also contain two ball trajectories of the ball. Figure 9(d)
shows the activity area for the next 50 frames, where we
see that the ball has been returned. Similarly, one can eas-
ily tell from Figure 9(e) that over frames 20–120 the players
are moving horizontally, and that the player on the left ap-
proaches the net to return the ball. Note that the horizontal
line appearing in the back is due to the small camera mo-
tions (panning, zoom) in this video. From the trajectories of
the ball it is evident that the game was continuous, that is,
neither player missed the ball. Naturally, the corresponding
semantics related to rules of tennis can be extracted. For the
same sequence, we extract the MEI, using all frames, as in
[7]. The result, shown in Figure 9(f) is much noisier than the
activity areas extracted from the kurtosis of the optical flow.
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Frame 2 for tennis serve

(a)

Optical flow between frames 19 and 20

(b)

Activity area for frames 1 to 30

(c)

Activity area for frames 31 to 60

(d)

Activity area for frames 1 to 60

(e)

MEI for tennis serve

(f)

Color segmentation in the action mask

(g)

Segmentation result for frame 1

(h)

Segmentation result for frame 20

(i)

Figure 8: Tennis serve: (a) frame 2. (b) Optical flow, frames 19-20. Activity areas for a tennis serve: (c) frames 1–30, (d) frames 31–60, (e)
frames 1–60. (f) MEI. (g) Activity area color segmentation. Segmentation results: (h) frame 2, (i) frame 20.

Table 4: MPEG-7 curvature descriptors for the activity areas of tennis serve.

Frames Smoothed curvature Original curvature Smoothing stage for maximum curvature

1–30 (18,4) (0,2) 33

31–60 (63,5) (2,8) 63

1–60 (20,3) (0,2) 32

This is expected, as the simple frame differencing and thresh-
olding cannot deal with the measurement noise, and the
camera instability. Also, the MEI does not capture the ten-
nis ball trajectory, which is lost after thresholding the frame
differences.

As before, the motion processing results are comple-
mented by the mean shift color segmentation. In Figure 9(g)
we see the results of color segmentation on the activity
areas of a frame of the video sequence. After comparing
and matching the color histograms of the color layers in the
activity and background areas (using the EMD), we obtain
the correct segmentation of the players, shown in Figures
9(h), 9(i).

We also extract the shape descriptors for the connected
components in each activity area of the tennis game. Table 5
contains the curvature parameters for the tennis player on
the bottom left and the top right, for the three subsequences
with activity areas shown in Figures 9(c)–9(e). The activity
areas of the bottom left player’s motions are consistently
smoother than those of the top right player, as the shape
descriptor’s values show, indicating that the top right player
made more sudden motions (which is indeed the case). Also,
these shape descriptors are different from those extracted
for the tennis serve and tennis hit, so they can be used to
classify the types of activities in tennis sequences based on
their motion signatures.



14 EURASIP Journal on Image and Video Processing

Table 5: MPEG-7 curvature descriptors for the activity areas of tennis game.

Event Smoothed curvature Original curvature Smoothing stage for maximum curvature

1–50 bottom left (46.5) (4.12) 45

51–100 bottom left (28.8) (4.14) 45

20–120 bottom left (51.5) (1.16) 49

1–50 top right (55.7) (6.17) 52

51–100 top right (34.11) (5.15) 51

20–120 top right (53.3) (3.20) 53

Frame 47

(a)

Optical flow between frames 9 and 10

(b)

Activity area for tennis game, frames 1–50

(c)

Activity area for tennis game,
frames 51–100

(d)

Activity area for tennis game,
frames 20–120

(e)

MEI for tennis game

(f)

Color segmentation in the activity area

(g)

Segmentation result for frame 47

(h)

Segmentation result for frame 55

(i)

Figure 9: Tennis game: (a) frame 47. (b) Optical flow for frames 9-10. Activity areas for a tennis game: (c) frames 1–50, (d) frames 51–100,
(e) frames 20–120. (f) MEI. (g) Activity area color segmentation. Segmentation results: (h) frame 47, (i) frame 55.

6.5. Table tennis

This experiment used a video of a table tennis player hit-
ting the ball, shown in Figure 10(a). The optical flow captures
the higher velocity values, mainly at the borders of the mov-
ing objects (Figure 10(b)). The corresponding activity areas
are particularly characteristic of the actions taking place. In

Figures 10(c)–10(e) we show the activity areas derived af-
ter accumulating the flow over the first 10 frames, the next
10, and all 20 frames together. In Figure 10(c) the signature
of the player arm pulling back to hit the ball and the tra-
jectory of the approaching ball are both clearly visible. In
Figure 10(d) the symmetric signature is extracted, that of the
player hitting the ball, as well as the beginning of the ball
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Frame 2

(a)

Optical flow between frames 18 and 19

(b)

Activity area for table tennis,
frames 1–10

(c)

Activity area for table tennis,
frames 10–20

(d)

Activity area for table tennis,
frames 1–20

(e)

Color segmentation in the activity area

(f)

Color segmentation for background area

(g)

Segmentation result for frame 2

(h)

Segmentation result for frame 10

(i)

Figure 10: Table tennis: (a) frame 2. (b) Optical flow for table tennis video, frames 18-19. Activity areas for table tennis: (c) frames 1–10, (d)
frames 10–20, (e) frames 1–20. Mean shift color segmentation: (f) activity area, (g) background area. Segmentation results: (h) frame 2, (i)
frame 10.

Table 6: MPEG-7 curvature descriptors for the activity areas of tennis game.

Frames Smoothed curvature Original curvature Smoothing stage for maximum curvature

1–10 (28.2) (1.2) 35

10–20 (27.2) (0.2) 31

1–20 (28.1) (0.1) 30

new trajectory. As expected, Figure 10(e) contains the union
of both of these signatures, so it essentially incorporates all
the motion information.

The color segmentation for the activity and background
areas is shown in Figures 10(f), 10(g). The player colors
are separated from the background, but they are also sep-
arated from each other (e.g., the head has different colors
from the shirt). Nevertheless, the color matching procedure

of Section 5 accounts for this discrepancy, since only the pix-
els that match the background pixel color are removed from
the activity area. The final results, shown in Figures 10(h),
10(i) show that, indeed, our method leads to very good seg-
mentation results.

The shape descriptors for the activity areas of Figures
10(c)–10(e) are displayed in Table 6. The last two activity ar-
eas have similar shape descriptors, which is expected from
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Frame 100 from fight 2

(a)

Activity area for fight 2,
frames 31–150

(b)

Activity area for fight 2,
frames 150–200

(c)

MEI for fight 2, frames 31–150

(d)

MEI for fight 2, frames 150–200

(e)

Activity area for walking

(f)

MEI for walking

(g)

Activity area for walk-fall, 1–70

(h)

Activity area for walk-fall, 71–125

(i)

Segmentation result for fight 2,
frame 40

(j)

Segmentation result for fight 3,
frame 90

(k)

Segmentation result frame 20

(l)

Figure 11: Surveillance: (a) frame 100. Activity areas fight 2: (b) fighting, (c) walking. MEIs fight 2: (d) fighting, (e) walking. (f) Activity
area for walking. (g) MEI for walking. Activity areas for walk and fall: (h) walking, (i) fall. Segmentation: (j) fight 2, frame 40, (k) fight 3,
frame 90, (l) walk and slump, frame 20.

the qualitative results of Figures 10(d), 10(e) as well, so these
can be used to detect subsequences of similar and different
activities in the table tennis video.

6.6. Surveillance sequence

In this experiment, surveillance videos from the PETS-
CAVIAR benchmark test sequences were used to examine
the performance of the system, for abnormal event detec-
tion. In this paper, we consider that a “normal” event occurs
when people are only walking (or running, since it produces

similar activity areas), whereas “abnormal” events can be a
fight, a person falling on the floor, and so on. In Figure 11(a)
a sample frame from the fight sequence is shown, when
the people are fighting. After the fight, one of them falls
and the other runs away. The subsequence with the person
running away leads to a linear activity area (Figure 11(c)),
whereas the activity area corresponding to the fight resem-
bles a blob (Figure 11(b)). The corresponding MEIs in Fig-
ures 11(d), 11(e) are extracted using the method of [7], by
simple frame differencing and thresholding. Although this
sequence is filmed from a completely static camera, indoors,
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Table 7: MPEG-7 curvature descriptors for the activity areas of tennis serve.

Frames Smoothed curvature Original curvature Smoothing stage for maximum curvature

Fighting, Figure 11(b) (25.2) (0.2) 35

Walking, Figure 11(c) (9.10) (1.6) 23

Walking, Figure 11(f) (8.9) (1.5) 21

Walking, Figure 11(h) (9.9) (1.7) 22

Falling, Figure 11(i) (14.3) (2.3) 33

the MEIs are noisier than the activity areas produced by
our method, even after morphological postprocessing, due
to their sensitivity to measurement noise.

In Figure 11(f) we also show the activity area extracted
from a PETS-CAVIAR sequence with only a person walk-
ing. It is obvious that the shape is linear, so blob-shaped
activity areas can be interpreted as “abnormal events.” The
corresponding MEI, shown in Figure 11(g), is, again, nois-
ier than the activity area. In Figures 11(h), 11(i) we also
show the activity areas for a person walking and falling on
the floor. Again, the activity area of the walking subsequence
(Figure 11(h)) is similar to that of Figure 11(c), and the ac-
tivity area of the abnormal event (person falling on floor)
resembles a blob (Figure 11(i)). The activity areas for these
videos are combined with the color processing, as detailed in
Section 5, in order to segment out the people walking, fight-
ing, and so on. Figures 11(j), 11(k) show the segmentation
result of people fighting (in the second of the PETS-CAVIAR
“fight sequences”). It can be seen that the people are success-
fully segmented and that important information related to
their pose has been extracted. In Figure 11(k) the legs of one
person have not been extracted, because their color is very
similar to that of the surrounding area, and barely discernible
even by a human observer. The segmentation for the person
walking and falling shown in Figure 11(l) again demonstrates
the effectiveness of the proposed approach.

As before, we extract the MPEG-7 descriptors for the
extracted activity areas of this video. In Table 7, the cur-
vature and the zero-crossing peak for the activity area for
characteristic surveillance videos with people walking and
with an abnormal event (e.g., a fight) are shown. The first
line of Table 7 corresponds to the activity area for the fight,
in Figure 11(b), which has smoothed curvature (25, 2) and
achieves maximum curvature after 35 stages. This is very dif-
ferent from the descriptors for the activity area correspond-
ing to walking, in Figure 11(c), whose smoothed curvature
is (9, 10) and it is achieved after 23 stages. Indeed, the cur-
vature for another activity area corresponding to walking,
in Figure 11(h), has smoothed curvature (8, 9), attained af-
ter 21 stages (the original shape was smoother than that
of Figure 11(c)). Similar results are obtained by estimating
the shape descriptors for the activity areas of Figures 11(h),
11(i) where a person is walking, and then falling, respec-
tively. Table 7 shows that the descriptor for the walking sub-
sequence has smoothed curvature (9, 9) and that it is attained
after 22 smoothing stages. This is, again, similar to the shape
descriptors for other walking sequences, but different from
the descriptors for the falling down (abnormal event) activity

area of Figure 11(i), which has smoothed curvature (14, 3),
obtained after 33 smoothing stages.

Consequently, the smoothing stage at which the maxi-
mum curvature is attained can be used to distinguish be-
tween activity areas for walking subsequences, and “abnor-
mal event” subsequences. This can be explained by the fact
that the subsequence containing the fight has a blob-like
shape that is less smooth (convex) than the shapes of the
activity areas corresponding to walking and running. Thus,
more stages are needed to smooth out its shape. In a simi-
lar manner, the shape of the activity areas for other subse-
quences, containing either walking or an abnormal event, are
compared. These results are presented in Section 6.7, where
they are also compared against the recognition performance
obtained by using the MEIs of [7].

6.7. Recognition performance

The shape of the extracted activity areas and their CSS shape
descriptors (Section 3.1) can be very useful for describing the
human actions and, in general, the events taking place, since
they become different for areas of different shapes, and have
similar values when the same kind of activity is occurring. We
test the recognition performance of our method, as well as
the performance of the motion energy image (MEI) method
of [7], by comparing the CSS shape descriptors correspond-
ing to activity areas and MEIs. We examine a tennis example,
where a tennis serve, a tennis hit, or the tennis game itself are
detected, as well as a surveillance application with two people
walking and fighting.

The shape descriptors extracted from walking and abnor-
mal event (fight, fall down, etc.) subsequences of the surveil-
lance videos are compared against the descriptors for walking
to determine if a set of frames contains an abnormal event.
For training, subsequences containing a walking person are
extracted from the PETS-CAVIAR videos. We selected a total
of 20 walking subsequences, with 100–300 frames each, for
which we extract the corresponding CSS descriptors, as in
Table 7. As seen in Section 6.6, the CSS descriptors for activ-
ity areas for walking have similar values, so the mean shape
descriptor for these training sequences is used to represent
the activity areas that correspond to walking. For the test-
ing, 30 subsequences with people walking are extracted from
the PETS-CAVIAR videos, and 19 subsequences with “abnor-
mal events,” like fighting, falling on the floor, slumping, sit-
ting, browsing, leaving a box on the floor, are used. For each
test sequence, the activity areas are extracted, and their shape
descriptors are estimated. As expected from Section 6.6,
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Table 8: Confusion matrix for tennis game using activity areas.

Real event—detected event Tennis serve Tennis hit Tennis game No action

Tennis serve 87.5% 8% 2% 2.5%

Tennis hit 11% 80% 3% 6%

Tennis game 1% 1% 90% 8%

No action 4% 5% 2% 89%

Table 9: Confusion matrix for tennis game using MEIs.

Real event—detected event Tennis serve Tennis hit Tennis game No action

Tennis serve 22% 55% 8% 15%

Tennis hit 25% 50% 15% 10%

Tennis game 13% 60% 12% 15%

No action 11% 9% 25% 55%

abnormal events lead to CSS descriptors with higher peaks
than activity areas obtained from walking. We compare the
descriptors from the testing sequences to the mean descrip-
tor from the training sequences that contain walking, using
the method of Section 3.1. The proposed approach correctly
identifies 75% of the abnormal events (i.e., they are not clas-
sified as walking) and 82% of the walking sequences (they
are correctly classified as walking). When the same proce-
dure takes place, using the MEIs instead of the activity ar-
eas extracted via our approach, the recognition performance
falls to 68% for the abnormal events, and 70% for the walk-
ing sequences. In this set of experiments, the performance is
not significantly degraded by using the MEIs, which is due
to the fact that the sequences being used did not have much
noise, and were filmed from a completely static camera. Con-
sequently, the MEIs for these videos were less noisy than for
the tennis videos.

For the tennis example, training takes place using a 420
seconds video, with 20 subsequences showing a tennis game
that last 15 seconds each, 10 subsequences with a tennis serve,
of 7 seconds duration, and 10 subsequences with close-ups
showing a tennis hit (i.e., the player returning a serve) that
last 5 seconds. For testing, a 1200 seconds tennis video is
used, containing 38 subsequences of a tennis game that last
20 seconds each, 22 subsequences of a tennis serve that last
11 seconds, and 18 subsequences of a tennis hit that also last
11 seconds. The entire dataset also included 200 seconds of
subsequences with no activity of interest (no actual game):
these were 14 closeups of the player taking a break, lasting 8
seconds each, and 8 subsequences where the camera showed
the audience for 11 seconds. In these cases, an activity area
which did not correspond to any “tennis-game action” (like
a serve, a hit, the game) was extracted, so we refer to these as
“no-action sequences.”

The extracted activity areas have contour shape descrip-
tors that are sufficiently different to help discern between
these three events, as shown in Sections 6.2, 6.3, 6.4. In-
termediate processing results for the tennis hit are shown
in Section 6.2, for the tennis serve in Section 6.3, and for
the tennis game itself, in Section 6.4. We extracted the ac-
tivity areas for these activities as analyzed in Section 2, and
their corresponding MPEG-7 shape descriptors, as described

in Section 3.1. In order to compare the performance of our
method with the motion energy image (MEI) approach of
[7], we also estimate the MEIs corresponding to the three ac-
tivities of interest, and extract their shape descriptors, as in
Section 3.1.

By comparing the shape descriptors of the extracted ten-
nis activity areas, and the respective MEIs, we obtain the de-
tection results shown in the confusion matrix of Table 8. The
system gives overall high detection results and low “confu-
sion rates.” The performance is better for the recognition of
the tennis game, which is expected, as in this case the size of
the players and the shape of the activity area is significantly
more different than for the close-up tennis hit and serve. Al-
though the tennis serve and hit may be confused more easily,
since they have a similar size and shape, our method achieves
good recognition performance in those cases as well. The
MEI-based method for the same set of activities, in the same
testing and training sequences, has consistently lower recog-
nition rates (Table 9). This is expected, since the method of
[7] uses simple frame differencing to extract the MEIs, which
are less accurate than the activity areas extracted by our pro-
posed approach, as has been seen, for example, in Sections
6.2, 6.3, 6.4. The rates of confusion are also higher when us-
ing the MEIs, as tennis serve and tennis hit produce similar
MEIs, because of the noise effect. Overall, it is concluded that
the activity-area-based method is more robust, as it can han-
dle cases where the camera is jittery, the measurements are
noisy, and the illumination is varying.

7. SUMMARY AND CONCLUSIONS

In this paper, we have presented a novel hybrid approach for
analyzing and processing the motion and color information
in a video with the purpose of extracting information re-
garding the activities taking place, with emphasis on human
actions. The interframe velocities are extracted using opti-
cal flow methods, and the resulting flow estimates are de-
noised by processing their statistics. This leads to activity ar-
eas, that is, the pixels over which there has been significant
activity during the frames are being examined. The shape of
these areas is characteristic of the actions taking place and the
way the actions are being performed. MPEG-7 descriptors
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are extracted for the activity area contours and can be used
for comparing subsequences, detecting actions, and analyz-
ing them. This information is complemented by mean shift
color segmentation of the video, which provides informa-
tion about the scene where the activities are taking place, and
also leads to accurate object segmentation. Experiments per-
formed with real sequences that would appear in practical
applications demonstrate the usability of our approach. The
proposed method is also compared against the well-known
motion energy images approach, and is shown to outperform
it, as it is based on more robust techniques for extracting re-
gions of activity. Finally, areas of future research include the
extraction of higher level semantics by incorporating in the
analysis process a priori knowledge about the video to be an-
alyzed and logic-based processing of the resulting activity ar-
eas and masks.
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